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Abstract

This paper shows the power of applying Shannon’s (1948) information theory perspective to inequality measurement by

considering the thought experiment of drawing a dollar at random from an income distribution and asking who the dollar

came from. The surprise at being told who the dollar came from, and the task of designing a set of questions with yes/no

answers which will get us to the person, are two sides of the same coin but with interesting interpretations. The Theil

index of inequality, which Theil (1967) himself derived with reference to information theory and entropy but did not then

explore further, is shown to have interpretations beyond its simple Daltonian properties such as satisfying the principle of

transfers or being sub-group decomposable. It can be interpreted as a statistical test of the hypothesis of fairness, and

as a quantitative measure of the difficulty of achieving Rawls’s (1971) original position behind the veil of ignorance.
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Abstract 

This paper shows the power of applying Shannon’s (1948) informa�on theory perspec�ve to 
inequality measurement by considering the thought experiment of drawing a dollar at random from an 
income distribu�on and asking who the dollar came from. The surprise at being told who the dollar 
came from, and the task of designing a set of ques�ons with yes/no answers which will get us to the 
person, are two sides of the same coin but with interes�ng interpreta�ons. The Theil index of inequality, 
which Theil (1967) himself derived with reference to informa�on theory and entropy but did not then 
explore further, is shown to have interpreta�ons beyond its simple Daltonian proper�es such as 
sa�sfying the principle of transfers or being sub-group decomposable. It can be interpreted as a 
sta�s�cal test of the hypothesis of fairness, and as a quan�ta�ve measure of the difficulty of achieving 
Rawls’s (1971) original posi�on behind the veil of ignorance.  

 
* Paper based on keynote presenta�on at LACEA-LAMES conference, Puebla, 2019, and presenta�on at conference 
in honor of Joseph S�glitz’s 80th birthday, Milan, 2023. I am grateful to conference par�cipants, and to Duncan 
Foley, Sanjay Reddy and Paulo dos Santos, for helpful discussions. 
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1. Introduc�on 

Informa�on Theory a la Shannon was introduced to economics by Theil (1967) in his book. 
Economics and Information Theory. Chapter 4 of the book was en�tled “The Measurement of Inequality” 
and introduced the now famous Theil Entropy Measure of Inequality. The next quarter century saw a 
flurry of ac�vity in this area, for example in the work of Cowell (1980) and Shorrocks (1980), developing 
the proper�es of what became known as the Generalized Entropy Family of Inequality Measures. This 
work focused in par�cular on the sub-group decomposability of these measures, a property which 
proves to be opera�onally very useful. 

However, even though the label “generalized entropy measures of inequality” is prevalent in 
empirical work on inequality, and despite notable excep�ons1, the direct engagement with entropy and 
informa�on theory in discussions of inequality seems to have fallen by the wayside in mainstream 
economics. I would like to use this pla�orm of a conference in honor of Joseph S�glitz’s 80th birthday to 
revisit, to revive, and I hope to reinvigorate the link between informa�on theory and inequality. In doing 
so I will also atempt to relate quan�ta�ve inequality measurement to the discourse on the Rawlsian Veil 
of Ignorance. 

The conven�onal approach to norma�ve inequality measurement is encapsulated in Dalton’s (1920) 
specifica�on of norma�ve criteria that measures of inequality should sa�sfy, such as the principle of 
transfers. This historical development is traced in Sec�on 2 of the paper. In sec�on 3, I argue that  
informa�on theory presents a dis�nc�ve norma�ve perspec�ve on inequality, when presented as 
seeking the source of a dollar drawn at random from an income distribu�on—the more difficult (easier) 
it is to iden�fy the source the more (less) equal is the distribu�on in a norma�ve sense. Sec�ons 4 and 5 
follow through two tracks of this framing—the informa�onal surprise when the source of the dollar is 
revealed, and the number of ques�ons needed to find the source. Sec�on 4 is closest to Theil’s (1967) 
deriva�on of his inequality measure. Sec�on 5, although it leads to the same mathema�cal measure, is 
close to the theory of coding and labelling. This later interpreta�on is then used in Sec�on 6 to relate 
inequality measurement to the Rawls (1971) discourse on the veil of ignorance. Sec�on 7 concludes. 

 

2. Daltonian Inequality Measurement 

Dalton’s classic paper on inequality measurement begins with the lines: 

“It is generally agreed that, other things being equal, a considerable reduc�on in the inequality of 
incomes found in most modern communi�es would be desirable. But it is not generally agreed how this 
inequality should be measured.” (Dalton, 1920, p.348) 

Dalton famously sets out criteria that a measure of inequality should sa�sfy, among them: 

 
1 For example Cowell (2003), dos Santos and Wiener (2019) 
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“We have, first, what may be called the principle of transfers…[I]f there are only two income-
receivers, and a transfer of income takes place from the richer to the poorer, inequality is diminished.” 
(Dalton, 1920, p. 351).2 

He goes on to test various measures with respect to this criterion and concludes: 

 “So far, then, as tested by the principle of transfers, the standard devia�on, whether absolute or 
rela�ve, and the mean difference, whether absolute or rela�ve, are good measures; Professor Bowley's 
quar�le measure is a very indifferent measure; the mean devia�on, whether absolute or rela�ve, is a 
bad measure; and Professor Pareto's measure evades judgment.” (Dalton, 1920, p. 354). 

Dalton’s discussion can be formalized, as he did himself, in mathema�cal nota�on as follows. Let x = 
(x1, x2,….., xn) be a vector of non-nega�ve incomes for i = 1,2,…n individuals. An inequality measure is a 
func�on F(x1, x2,….., xn). What proper�es should the func�on F(.) sa�sfy for it to be classed as a “good” 
inequality measure? The principle of transfers imposes curvature restric�ons on F(.), in par�cular that it 
have a certain concavity in its func�onal form.  Further proper�es are also considered in the literature. 
For example, scale independence imposes the mathema�cal restric�on that F(.) be homogenous of 
degree zero. 

A key property of inequality measures, inves�gated six decades a�er Dalton, is that of sub-group 
decomposability (Cowell, 1980; Shorrocks, 1980). Suppose the popula�on is divided into mutually 
exclusive and exhaus�ve groups. Calculate the mean for each group and the inequality for each group. 
Can overall inequality be writen as a func�on only of group means and inequali�es? If so, the measure 
sa�sfies a certain type of decomposability. Further, if overall inequality can be writen as the sum of two 
components, one based solely on group means and the other a weighted sum of group inequali�es, then 
the measure is said to be addi�vely decomposable. These restric�ons induce a func�onal equa�on 
which can be solved to give the func�onal form of F(.). These decomposable inequality measures are 
very important in empirical analysis as they provide useful descriptors of sectoral paterns of inequality. 

Dalton (1920) also introduced a line of reasoning which related inequality directly to a social welfare 
func�on: 

“The objec�on to great inequality of incomes is the resul�ng loss of poten�al economic welfare. Let 
us assume, as is reasonable in a preliminary discussion, that the economic welfare of different persons is 
addi�ve, that the rela�on of income to economic welfare is the same for all members of the community, 
and that, for each individual, marginal economic welfare diminishes as income increases. Then, if a given 
income is to be distributed among a given number of persons, it is evident that economic welfare will be 
a maximum, when all incomes are equal. It follows that the inequality of any given distribu�on may 
conveniently be defined as the ra�o of the total economic welfare atainable under an equal distribu�on 
to the total economic welfare atained under the given distribu�on. This ra�o is equal to unity for an 
equal distribu�on, and is greater than unity for all unequal distribu�ons. It may, therefore, be preferred 
to define inequality as this ra�o minus unity, but for compara�ve purposes this modifica�on of the 
defini�on is unnecessary. Inequality, however, though it may be defined in terms of economic welfare, 
must be measured in terms of income.” 

 
2 Dalton also gives credit to Pigou in a footnote, referring to Pigou’s book Wealth and Welfare p.24, thereby leading 
to our label-- the Pigou-Dalton principle of transfers. 
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This reasoning reached its culmina�on half a century later in another classic paper, by Atkinson (1970), 
where an opera�onal measure was developed rela�ng a social welfare func�on to inequality. The 
Atkinson “Equally Distributed Equivalent” measure of inequality allows differing value judgements on 
inequality aversion to generate inequality comparisons, and is now a workhorse measure in the 
empirical literature.3 

 The Daltonian perspec�ve is a dis�nc�ve approach which can be said to dominate the current 
inequality measurement literature. But there are alterna�ve approaches and perspec�ves which can also 
shed light on how we should conceptualize inequality and its measurement. One such approach is that 
of informa�on theory, to which this paper is primarily directed. 

 

3. Who Did That Dollar Come From? 

Let the total income in the vector x = (x1, x2,….., xn) be X and let mean income be given by μ. Let the 
share of each individual in total income be denoted by the vector p = (p1, p2,….., pn). Let us now play the 
following party game. The quiz master holds up a dollar drawn at random from this distribu�on. The quiz 
master knows which individual the dollar came from. We do not. Consider now the following two tracks 
of the game. 

Track 1. The quiz master tells us which individual i = 1, 2, …., n the dollar came from. How surprised 
are we given our knowledge of the vector p? Or, as Shannon (1948) might say, what is the informa�on 
content of the revela�on that an event i has occurred, given the probability distribu�on of events? As 
Shannon famously showed, a set of intui�ve axioms pin down the informa�on content of event i 
occurring to be -log2(pi). Thus the expected informa�on content of the whole distribu�on is H =
− ∑  𝑝𝑝𝑖𝑖 log  𝑝𝑝𝑖𝑖𝑖𝑖 , in other words, the entropy of the distribu�on. 

Track 2. The quiz master asks us to find out who the dollar came from, with the help of a search 
machine which will give truthful yes/no answers to ques�ons on whether the dollar belongs to a 
specified subset of individuals. Or, again as Shannon (1948) might say, your task is to devise a sequence 
of ques�ons which will trace the dollar back to the owner in the fewest possible ques�ons. Equivalently, 
the task is to design the shortest possible binary code system which dis�nguishes the messages i = 1, 2, 
……n. Shannon’s (1948) remarkable theorem is at the smallest number of ques�ons in expecta�on, or 
the smallest expected length of the binary code, is H = − ∑  𝑝𝑝𝑖𝑖 log  𝑝𝑝𝑖𝑖𝑘𝑘 , in other words, the entropy of 
the distribu�on. 

From an informa�on theory perspec�ve, the two tracks are actually two sides of the same coin, but 
they lead to interes�ng and dis�nc�ve interpreta�ons of inequality measures, which we will now go on 
to explore. 

 

4. Priors, Posteriors and Inequality 

 
3 The Dalton and Atkinson measures are “total” measures of inequality in that they are based on the social welfare 
gain from total elimina�on of inequality. S�glitz (1976) develops “marginal” measures of inequality based on the 
social welfare gain from a small reduc�on in inequality. 
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Shannon’s axioms specify that the informa�on content of event i with probability  𝑝𝑝𝑖𝑖  is (-log pi). 
Suppose we receive a message saying that the probability is not  𝑝𝑝𝑖𝑖  but  𝑞𝑞𝑖𝑖. The informa�on value of this 
message is then 

−log(𝑝𝑝𝑖𝑖) − [−log(𝑞𝑞𝑖𝑖)] = log (𝑞𝑞𝑖𝑖 𝑝𝑝𝑖𝑖� ) 

Suppose the message now transforms each of the i probabili�es. For each event there is an 
informa�onal change. The overall change, in expecta�on, taken with respect to the new probabili�es, is 

�𝑞𝑞𝑖𝑖
𝑘𝑘

log(𝑞𝑞𝑖𝑖/𝑝𝑝𝑖𝑖 ) = 𝐷𝐷(𝑞𝑞 || 𝑝𝑝 ) 

where the expression D is recognized as the Kullback-Leibler divergence measure between the prior 
distribu�on p and the posterior distribu�on q. It is also known as the rela�ve entropy measure. This is a 
key concept in informa�on theory. 

 Suppose we start off with the prior belief that the income distribu�on is perfectly equal, in other 
words that pi = 1/n for all i. But we are then told that the actual distribu�on is  

q = (q1, q2,….., qn) with qi= xi/X = xi/nμ 

What is the surprise caused by this new informa�on? Applying these values to D we get: 

𝐷𝐷(𝑞𝑞 || 𝑝𝑝 ) = ∑ 𝑞𝑞𝑖𝑖𝑖𝑖 log(𝑞𝑞𝑖𝑖/𝑝𝑝𝑖𝑖 ) = (1/n) Σ(xi/μ) log (xi/μ) = T 

The final expression T will be recognized as the famous Theil index of inequality. In fact Theil derived his 
index following a different route, by no�ng that when the distribu�on is equal then entropy is at a 
maximum, and using the difference between the maximum entropy and actual entropy as a measure of 
inequality, giving the same expression as above.  

 No sooner had Theil (1967) arrived at his measure via the Shannon-informa�on-inequality route, 
he turned “Daltonian”: 

 “To verify whether it is an acceptable measure for inequality we shall apply the following…. 
tests….” (Theil, 1967, p. 92). 

He showed that it sa�sfied scale independence and the principle of transfers, and he celebrated the fact 
that it was decomposable in a par�cular sense: 

 “Our star�ng point was the entropy H as a measure of equality, which we modified slightly to an 
inequality measure by subtrac�ng H from its maximum value. We now find that this measure has a 
simple interpreta�on in terms of income shares and popula�on shares: moreover, that it can be 
aggregated in a straigh�orward manner. In that respect it is more atrac�ve than most well-known 
inequality measures such as Gini’s concentra�on ra�o” (pp 95-96). 

It is striking that no further use is made of the informa�on theore�c founda�ons in Theil’s 
subsequent discussion of the norma�ve proper�es of his measure. But the priors versus posteriors 
perspec�ve provides a useful conceptualiza�on of inequality—it is the surprise, or norma�ve jolt, 
received by a going-in belief in equality when confronted by a world that is not equal. The formula is the 
same, but the interpreta�on is different and provides new insight and intui�on. 
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An applica�on from Kanbur and Snell (2019) will illustrate this point. Start again with the no�on of 
surprise at an actual unequal distribu�on when the prior is that of an equal distribu�on. This perspec�ve 
can be used to develop a test for “fairness” as follows. Imagine a helicopter which has a basket full of X 
dollars to drop, one by one, on to a popula�on of n individuals. Let the probability that a dollar s�cks to 
individual i be  𝑝𝑝𝑖𝑖. Then  𝑝𝑝𝑖𝑖= 1/n is a specifica�on of “equality of opportunity” in this world where no 
other atributes of individuals are specified. 

A�er the helicopter drop, we observe an actual distribu�on of dollars across individuals: 

 𝑞𝑞𝑖𝑖;  𝑖𝑖 = 1,  2,  … ,  𝑛𝑛 

On the basis of these observa�ons we would like to test for the hypothesis that the process was fair, in 
other words, that  

 𝑝𝑝𝑖𝑖= 1/n for all i. 

Consider the Likelihood Ra�o test for this null hypothesis. It is shown in Kanbur and Snell (2019) that the 
LR test sta�s�c for this hypothesis under the mul�nomial process of the helicopter drop is in fact 
propor�onal to the Theil Index of Inequality: 

LR ∝ T 

The asympto�c distribu�on of this test sta�s�c is known and can be implemented (Kanbur and Snell, 
2019). 

The central take away is that, going beyond the standard Daltonian and Atkinsonian 
perspec�ves, the Theil Index of Inequality can be interpreted as a test sta�s�c for the hypothesis of 
fairness, for a specified income genera�ng process and a specified no�on of fairness within that process. 
Inequality indices, in this perspec�ve, are no longer just ex post measures of welfare loss from inequality. 
They can be turned to use as test sta�s�cs for fairness. 

Posing the issue of inequality measurement as one of divergence between equality as a prior 
and inequality as the posterior in an informa�on theore�c framework leads to the Theil index. What if 
we were to keep the informa�on theore�c framework but reverse the sequence and think of inequality 
measurement as quan�fying the divergence between inequality as the prior and equality as the 
posterior? The Kullback-Leibler divergence is then given by: 

𝐷𝐷(𝑝𝑝 || 𝑞𝑞) = ∑ 𝑝𝑝𝑖𝑖𝑖𝑖 log(𝑝𝑝𝑖𝑖/ 𝑞𝑞𝑖𝑖 ) = (1/n) Σlog (μ/xi) = L 

This is just the Mean Log Devia�on (MLD).  

 L is also known as “Theil’s second measure” because, although it also sa�sfies the proper�es he 
set out as desirable, its deriva�on was relegated to an Appendix to Chapter 4 on The Measurement of 
Inequality. This is partly because he struggled with the sequence going from the actual distribu�on as 
the prior to the equal distribu�on as the posterior: 

 “….one may argue that it is against intui�on not to take the equal popula�on shares as a star�ng 
point but to consider them as “posterior”. But this is a mater of taste.” (Theil, 1967, p. 127). 

 Since both T and L sa�sfy scale independence and the principle of transfers, and are also 
decomposable, how can we decide which measure is “beter”? Theil’s argument given above is that it is 
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more intui�ve to go from an equal distribu�on as the prior to the actual distribu�on as posterior than 
the other way around, thus favoring T. But Shorrocks (1980) makes a counterargument in favor of L on 
the basis of the specific way in which T and L are decomposable. He poses the issue in terms of an 
applied empirical exercise one o�en conducts: 

“When inequality measures are used to assess the contribu�on of one par�cular factor to total 
inequality, [a] problem arises in the different interpreta�ons that can be placed on statements like 'X per 
cent of inequality is due to Y." Consider, for example, the ques�on "How much inequality can be 
atributed to age varia�ons in income." This may be interpreted as meaning: (i) How much less inequality 
would we observe if age varia�ons were the only source of income differences; (ii) by how much would 
inequality fall if age-income differences were eliminated….Interpreta�on (i) suggests comparison of total 
inequality with the amount which would arise if inequality was zero within each age group, but the 
difference in mean income between age groups remained the same….Interpreta�on (ii) suggests a 
comparison of total inequality with the inequality value which would result if the mean incomes of the 
age groups were made iden�cal, but inequality within each age group remained unchanged.” (p. 624). 

With this framing Shororocks (1980) then sets out a further criterion for a “good” inequality measure 
going beyond addi�ve decomposability in a general sense. This is that (i) and (ii) should give the same 
answer. This criterion is only sa�sfied by L: 

 “For this reason, [L] is the most sa�sfactory of the decomposable measures, allowing total 
inequality to be unambiguously split into the contribu�on due to differences between sub-groups.” (p. 
625). 

 The specifics of decomposability may be the right way to choose between inequality measures in 
the Daltonian spirit. But an alterna�ve is to directly engage with the prior-posterior framing from 
informa�on theory and choose the sequence which most accords with our intui�on. In any event, if we 
choose L as the index then it is consistent with a norma�ve perspec�ve which sees inequality as the 
divergence between the actual distribu�on as the prior and the equal distribu�on as the posterior. 

 Finally, consider departures from specifying the alterna�ve to the actual distribu�on, whether as 
prior or posterior, not as the equal distribu�on but as another norm vector derived from other 
principles. Why should the norm be restricted only to perfect equality? Other considera�ons such as 
equality of opportunity could be introduced, as is done by Roemer (1998). Combina�ons of equality of 
opportunity and poverty focused norms can also be considered. Such elabora�ons are provided for 
example in Hufe, Kanbur and Peichl (2022) and lead to alterna�ve measures which can beter measure 
the unfair component of inequality. 

 

5. Coding and Ques�ons 

Recall from Sec�on 3 the random draw of a dollar from a distribu�on of income across n individuals. 
Track 2 asks us to find out who the dollar came from, by asking the smallest number of ques�ons with 
yes/no answers. The norma�ve intui�on is that the more equal is a distribu�on, the more difficult it 
would be to find out who the dollar came from. This problem from income distribu�on is in fact 
isomorphic to a problem in binary coding addressed by Shannon (1948). 
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Consider the following example.4 Let there be five leters A, B, C, D, E which appear in a language, 
with counts 3, 5, 4, 6, 2 respec�vely and thus rela�ve frequencies 3/20, 5/20, 4/20, 6/20, 2/20. Our task 
is to design binary coding which dis�nguishes the leters and which has the shortest possible overall 
code length. Such a data compression exercise was posed in general form by Shannon (1948) in his 
classic paper. An answer to the ques�on was provided by Huffman (1952) with a method which is now 
known as the Huffman code or Huffman algorithm. First rank the leters from smallest to largest 
frequency. Then combine the two smallest frequency into one. Trea�ng this as a new frequency, 
combine the two smallest frequencies in the new list into one. Con�nue un�l, of course, all leters are 
combined into one unit. Represent this process as a tree with nodes and branches and label the 
branches coming out of each node as 0 on one side and 1 on the other. For the specific example taken 
here, the tree is given in the Figure below. 

The tree and the labels on its branches give the Huffman binary code for the five leters in the 
example: 

E: 000 
A: 001 
D: 01 
B: 10 
C: 11 

The procedure is of course quite general and can be applied to any distribu�on p = (p1, p2,….., pn). The 
Huffman code minimizes the expected code length within a par�cular class of binary codes, but it was 
shown by Shannon (1948) in a remarkable theorem that the smallest possible expected code length 
within a general class of codes is in fact 

 H = − ∑  𝑝𝑝𝑖𝑖 log  𝑝𝑝𝑖𝑖𝑘𝑘 ,  

in other words, the entropy of the distribu�on. The formula also shows that the op�mal coding structure 
has code length (− log  𝑝𝑝𝑖𝑖) for the ith leter or en�ty. 

 Note that the structure of the tree also gives the structure of the ques�ons which will find for us 
“who the dollar came from.” Looking at the tree, we would first ask “was it from B or C”. If the answer is 
yes we would ask “was it B”. If the answer is no we would ask “was it from D”. If no we would ask “was it 
from E or A”. The point is that this structure of ques�oning is the one which gets us the answer in the 
smallest number of ques�ons in expecta�on. Op�mal coding and the op�mal sequence of ques�oning 
are embedded in each other, as is seen from the tree.  

 
4 The example and the Figure shown are taken from Saglam (2020)  htps://medium.com/makepad/huffman-
coding-compression-algorithm-d68b098f768b  
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Thus for any distribu�on p = (p1, p2,….., pn) there exists an op�mal coding structure with code length 
(− log  𝑝𝑝𝑖𝑖)  for each pi. Similarly,  for any distribu�on q = (q1, q2,….., qn) there exists an op�mal coding 
structure with code length (− log  𝑞𝑞𝑖𝑖)  for each qi. But suppose we were to use the wrong code for the 
wrong distribu�on. If we take the op�mal coding scheme for p and apply it to q, then the expected code 
length would be 

− �  𝑞𝑞𝑖𝑖 log  𝑝𝑝𝑖𝑖
𝑖𝑖

 

This must be longer than the op�mal code length for q, where the code length for each i would be 
(− log  𝑞𝑞𝑖𝑖). The cost of using the wrong code for q, measured by the increase in the expected code 
length as result, is given by 

(− ∑  𝑞𝑞𝑖𝑖 log  𝑝𝑝𝑖𝑖𝑖𝑖 ) − (− ∑  𝑞𝑞𝑖𝑖 log  𝑞𝑞𝑖𝑖𝑖𝑖 ) = ∑ 𝑞𝑞𝑖𝑖𝑖𝑖 log(𝑞𝑞𝑖𝑖/𝑝𝑝𝑖𝑖 ) 

= 𝐷𝐷(𝑞𝑞 || 𝑝𝑝 )  

which of course is the Kullback-Leibler measure of divergence between p and q. 

 We saw in sec�on 5 that the Kullback-Leibler measure of divergence between p as the equal 
distribu�on and q as the actual distribu�on is in fact the Theil index of inequality T. We now have an 
alterna�ve interpreta�on of T. It is the cost, in terms of increase in expected code length, of applying the 
op�mal binary code for the equal distribu�on p but applying it to the distribu�on q. It is also the cost, in 
terms of increase in the number of expected ques�ons, of taking the op�mal schema of ques�ons for 
finding out who the dollar came from when the distribu�on is equal, but applying it to the actual 
distribu�on at hand. It should also then be clear that on the other hand if we were to ask the cost of 
applying the code for the actual distribu�on to the equal distribu�on, the answer would be L, the Mean 
Log Devia�on. The next sec�on turns to an interpreta�on of these rela�onships in terms of the Rawlsian 
Veil of Ignorance. 

 

6. Codes, Labels and the Veil of Ignorance 

A founda�onal construct of the modern discourse on jus�ce and inequality is Rawls’s (1971) “original 
posi�on” and the concomitant “veil of ignorance”: 

 “Among the essen�al features of this situa�on is that no one knows his place in society, his class 
posi�on or social status, nor does anyone know his fortune in the distribu�on of natural assets and 
abili�es, his intelligence, strength, and the like. I shall even assume that the par�es do not know their 
concep�ons of the good or their special psychological propensi�es. The principles of jus�ce are chosen 
behind a veil of ignorance. This ensures that no one is advantaged or disadvantaged in the choice of 
principles by the outcome of natural chance or the con�ngency of social circumstances.” (Rawls, 1971, p. 
12) 

It is from the original posi�on behind the veil of ignorance that Rawls draws his famous twin principles of 
jus�ce, of which the second one, the “difference principle” that inequali�es are jus�fied only in so far as 
they benefit the worst off, the “maximin”, is now a basic component of economic analysis. 
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There has been a mountain of wri�ng on the veil of ignorance which would be impossible to 
provide commentary on here. But one major strand of debate is on the “realism” of the original posi�on: 

“Many cri�cisms have been leveled against Rawls’s veil of ignorance. Among the most frequent 
is that choice in the original posi�on is indeterminate (Sen, 2009, 11–12, 56–58). Among other reasons 
for this, it is said that the par�es are deprived of so much informa�on about themselves that they are 
psychologically incapable of making a choice, or they are incapable of making a ra�onal choice” 
(Freeman, 2023) 

Despite Rawls’s (1971) defense that 

 “This original posi�on is not, of course, thought of as an actual historical state of affairs, much 
less as a primi�ve condi�on of culture. It is understood as a purely hypothe�cal situa�on characterized 
so as to lead to a certain concep�on of jus�ce” (p. 12) 

and despite his adducing the authority of Kant himself to jus�fy this perspec�ve,5 the debate con�nues.  

 The intui�ve power of Rawls’s atempt to “wipe out” actual circumstances including income of 
each individual when invi�ng them to conceptualize jus�ce and derive the principles of jus�ce, comes up 
against the equally intui�ve percep�on that it is in prac�ce difficult to achieve this even as a thought 
experiment for individuals living in a world that is highly unequal in actuality. But could we quan�fy how 
difficult it is for such “wiping out” to happen? Codes and labels could provide us one route to answering 
this ques�on. 

 The previous sec�on has derived efficient coding for elements in a probability distribu�on, be it 
a distribu�on of frequencies across leters of the alphabet, or a distribu�on of income across individuals. 
It has referred to Shannon’s remarkable result that the minimum code length, in expecta�on, for a code 
which uniquely dis�nguishes individuals (or leters) is none other than the entropy of the distribu�on. 
We further considered the possibility of applying the wrong code to the wrong distribu�on and thereby 
paying a cost in term of increased expected code length. 

 Consider now the Shannon binary code for each individual as being a label which dis�nguishes 
each individual from others in terms of income. It conveys informa�on on income efficiently (in the 
sense of minimum expected code length). It could be argued that the most efficient method is surely to 
simply have a sign on each individual giving the number of dollars. But we do not do that in society. 
Rather, we have indirect correlates which signal income and status. These might include accent, clothes, 
other acquaintances or college (these last two to be dropped causally in conversa�on). Intui�vely and 
anecdotally, these signals or labels are quite powerful in dis�nguishing individuals and in signaling their 
income social status. It is these labels, efficient as they are in separa�ng individuals from each other, that 
need to be “wiped out” to get us behind the veil of ignorance.  

 The exis�ng labels are wiped out. But what is put in their place? “Nothing” does not seem right, 
since these are then not individuals capable of making ra�onal choice, in line with cri�ques referred to 
above. Consider the replacement candidates as the set of labels that would apply for a perfectly equal 
society where income would not be a differen�ator between individuals. This is clearly an effort of will 

 
5 Footnote 5 on p. 12 of Rawls 1971) says: “Kant is clear that the original posi�on is hypothe�cal. See The 
Metaphysics of Morals, pt. I (Rechtslehre), especially pp 47, 52….” 

                            13 / 15



12 
 

for an actually unequal society. One measure of the cost of this is the increase in expected code length 
when the codes (labels) for an equal society are used in the current unequal society. But, as shown in the 
previous sec�on, this is  

(− ∑  𝑞𝑞𝑖𝑖 log  𝑝𝑝𝑖𝑖𝑖𝑖 ) − (− ∑  𝑞𝑞𝑖𝑖 log  𝑞𝑞𝑖𝑖𝑖𝑖 ) = ∑ 𝑞𝑞𝑖𝑖𝑖𝑖 log(𝑞𝑞𝑖𝑖/𝑝𝑝𝑖𝑖 ) 

= 𝐷𝐷(𝑞𝑞 || 𝑝𝑝 )  

which is the Kullback-Leibler divergence between the actual distribu�on q and the veil of ignorance 
distribu�on p. When p is the equal distribu�on ie pi = 1/n for all i, then this is simply the Theil index of 
inequality T. 

 This line of reasoning then provides yet another interpreta�on of the Theil index of inequality 
beyond its Daltonian proper�es and as a test sta�s�c for fairness as developed in the previous sec�ons. 
It now appears as a quan�ta�ve measure of the difficulty of implemen�ng the veil of ignorance, seen as 
the cost of wiping out individual labels induced by the current unequal distribu�on to one that would 
pertain if the distribu�on were equal. 

 

7. Conclusion 

  This paper has shown the power of applying Shannon’s (1948) informa�on theory perspec�ve to 
inequality measurement by considering the thought experiment of drawing a dollar at random from an 
income distribu�on and asking who the dollar came from. The surprise at being told who the dollar 
came from, and the task of designing a set of ques�ons with yes/no answers which will get us to the 
person, are two sides of the same coin but with interes�ng interpreta�ons. The Theil index of inequality, 
which Theil (1967) himself derived with reference to informa�on theory and entropy but did not then 
explore further is shown to have interpreta�ons beyond its simple Daltonian proper�es such as 
sa�sfying the principle of transfers or being sub-group decomposable. It can be interpreted as a 
sta�s�cal test of the hypothesis of fairness, and as a quan�ta�ve measure of the difficulty of achieving  
Rawls’s (1971) original posi�on behind the veil of ignorance.6  

 
6 In a cri�que of the Theil index, Sen (1997, p. 36) says “But the fact remains that [the Theil index] is an arbitrary 
formula, and the average of the logarithms of the reciprocals of income shares weighted by income is not a 
measure that is exactly overflowing with intui�ve sense.” The arguments and interpreta�ons provided in this paper 
perhaps go some way towards redressing this sen�ment. 
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