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I. Introduction 

Following the steady progress of the past few decades in global poverty reduction, policy 

makers in both richer and poorer countries are devoting more attention to the nuanced dynamics 

underlying poverty and income mobility (e.g., Stiglitz, 2013; Piketty, 2014; World Bank, 2017). 

Measuring and tracking economic mobility, especially for the lower income groups, are 

increasingly regarded as essential for improving shared prosperity.1 Indeed, a better understanding 

of the factors that help households escape poverty, or induce them to remain in or fall into poverty, 

would lead to a more effective and efficient fight against poverty. Panel data are traditionally 

employed to answer these questions. Collecting such data, however, can be very costly and can 

pose a number of logistical and capacity-related challenges. The scarcity of panel data has thus 

rendered the analysis of welfare dynamics difficult, if not impossible, in many developing country 

settings.  

To overcome the non-availability of (actual) panel data, there have been a variety of efforts to 

develop pseudo-panels (or synthetic panels) out of multiple rounds of cross-sectional data (see, 

e.g., Deaton (1985), Pencavel (2007), Inoue (2008), and Juodis (2018)). Notably, since cross-

section samples are typically refreshed each time that the surveys are fielded, these synthetic panels 

are possibly less exposed to the concerns surrounding attrition and measurement error that are 

often leveled at panel data.2 Yet, because of their emphasis on cohorts rather than the household 

or individual, synthetic panel methods have not been widely applied to the study of poverty 

 
1 For example, Reeves (2020) calls for using mobility metrics as the “measure of the nation” for the U.S. Poverty 

mobility also stands out in a December 2013 address by US President Obama to the Center for American Progress 

(https://www.whitehouse.gov/the-press-office/2013/12/04/remarks-president-economic-mobility). See also Baulch 

(2011) for a collection of studies on poverty dynamics for developing countries. 
2 See, for example, Glewwe and Jacoby (2000) and Kalton (2009) respectively for overviews of the advantages and 

disadvantages of cross sections and panel data in developing and richer country contexts. See also Lee, Ridder and 

Strauss (2017) for a recent study that investigates the impacts of measurement errors on poverty mobility using several 

rounds of panel data from South Korea.  
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dynamics.  Two notable exceptions are Bourguignon, Goh and Kim (2004) and Güell and Hu 

(2006) who construct synthetic panels at the household level. However, these two approaches 

require certain assumptions that may not always be easily satisfied in available cross sections:  the 

former requires at least three rounds of cross section data and assumes a first-order auto-regression 

(AR(1)) process through which past household or individual incomes (earnings) can affect present 

outcomes; the latter is exclusively restricted to duration analysis.  

Building on a poverty imputation technique described in Elbers et al. (2003), a recent paper by 

Dang, Lanjouw, Luoto, and McKenzie (2014) constructs synthetic panels from as few as two 

rounds of household-level cross sectional data that can provide lower-bound and upper-bound 

estimates of poverty transitions. Drawing on validation data from Vietnam and Indonesia, this 

paper finds that the “true” estimates of poverty mobility (as revealed by the actual panel data) are 

generally sandwiched between the upper bounds and lower bounds derived from the synthetic 

panels. However, this method’s practical appeal is limited since it often yields rather wide bounds 

on estimated mobility, and these can be narrowed only if certain key statistical parameters can be 

imported from externally available panel data.3     

We propose a significant refinement to the method introduced by Dang et al. (2014) to analyze 

mobility using only commonly available cross-sectional survey data. Our new method is predicated 

on some additional but fairly standard assumptions that allow us to move beyond bound estimates 

to actual point estimates of poverty mobility. This offers greater accuracy, easier interpretation, 

and potentially much wider application. In particular, we can easily investigate multiple measures 

 
3 This method focuses on constructing the synthetic panels from two or more rounds of cross sections, each of which 

has consumption data. See also Gibson (2001) for a somewhat related study on how panel data on a subset of 

individuals can be used to infer chronic poverty for a larger sample. More broadly, this method is related to the 

literature on identifying the bounds on the joint distribution for outcomes in different samples (see, e.g., Cross and 

Manski, 2002) and the statistical literature on imputing missing data (see, e.g., Little and Rubin, 2020). See also Ridder 

and Moffitt (2007) and Dang, Jolliffe, and Carletto (2019) respectively for reviews on the econometrics of data 

combination and poverty imputation.  
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of poverty dynamics, such as the population shares in different poverty categories in both survey 

periods considered together (i.e., unconditional or joint probabilities) or the population shares in 

different poverty status categories in one period given their welfare status in the other period (i.e., 

conditional probabilities). We further provide new formulae for the standard errors on point 

estimates. 

We also make additional contributions on both the time dimension and deeper treatment of 

income mobility. In particular, we extend the existing method to settings where more than two 

rounds of data are available to investigate richer inter-temporal profiles of movement into and out 

of poverty. Our framework also permits more general analysis of mobility among different income 

groups, rather than just the 2x2 poverty transition matrix. This expands analysis of mobility from 

merely focusing on the lower part of the income distribution to its entire range and offer relevant 

inputs for policy advice. For example, as living standards are rising globally and the global poverty 

rate has been decreasing, more attention is being focused on the vulnerable population groups that 

are currently not poor but have a high risk of falling into poverty (e.g., World Bank (2017)). As 

another example, it is common practice to present a 5x5 transition matrix to examine income 

mobility where this is permitted by available panel data (e.g., Fields (2001)).  

On the empirical front, we first validate our estimates with Monte Carlo simulations for various 

data situations, including settings where variables are only partially observed to one where they 

are fully observed, as well as different sample sizes. We further implement a number of “stress 

tests” of the estimators under deviations from the model assumptions. We subsequently validate 

our proposed methods with multiple rounds of cross sectional and panel survey data from several 

countries including Bosnia-Herzegovina, Lao PDR, Peru, the United States, and Vietnam. These 

countries represent diverse settings ranging from developing to high-income countries in different 
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geographical locations, covering both household income (the US) and household consumption data 

(the remaining countries). We find that our synthetic panel estimates are close to those derived 

from panel data—often lying within the 95 percent confidence intervals (CIs) or even one standard 

error of the latter in many cases.  

Recent validations and applications of (earlier versions of) our synthetic panel methods by 

various researchers for different country contexts ranging from India to Africa, Latin America, and 

Europe have been yielding encouraging results (Ferreira et al., 2012; Beegle et al., 2016; UNDP, 

2016; OECD, 2018; Dang et al., 2019; Salvuci and Tarp, 2021). Even in those cases where our 

synthetic panel estimates fall outside the CIs surrounding the true panel estimates, the observed 

qualitative patterns of poverty mobility are generally quite similar between the panel and synthetic 

panel estimates. Herault and Jenkins (2019) and Garces-Urzainqui (2017) similarly document 

examples where strict statistical criteria are not satisfied, but the qualitative conclusions needed 

for policy design remain fairly robust.4  

This paper consists of six sections. We discuss the basic framework and theoretical results in 

the next section, and the Monte Carlo simulation exercise in Section III. Our data are described in 

Section IV and we report on the empirical validations using actual panel data in Section V. Section 

VI offers concluding remarks. We leave most of the technical details to Appendix 1, describe in 

 
4 Herault and Jenkins (2019) also suggest that their poverty mobility estimates based on household survey data from 

Australia and Great Britain are less accurate than those using data from lower-income countries in other studies. Yet, 

two notable features stand out from their validation study that may contribute (to some extent) to the smaller accuracy 

in their study. One, their estimated R2’s using household survey data from Australia and Great Britain hover around 

0.1-0.2 for regressions with more than 30 independent variables (regressors), which are generally lower than those 

shown in previous studies using much fewer regressors. For example, our estimated R2’s are predominantly between 

0.2 and 0.5 for regressions using seven regressors only (Appendix 3, Table 3.1). Second, between two-thirds and three-

fourths of the estimated coefficients on these regressors in Herault and Jenkins (2019) are statistically insignificant, 

which stand in contrast to the generally strongly statistically significant estimated coefficient in other validation 

studies. Indeed, adding more regressors in a misspecified model could result in less accurate estimates for both the 

correlation coefficients and the income model as a whole (Snijders and Bosker, 1994; Nakagawa and Schielzeth, 2013; 

De Luca et al., 2018). A deeper concern raised by Herault and Jenkins (2019), and also echoed in Garcés Urzainqui 

(2017) and Colgan (2022), relates to the potential sensitivity of results to cohort definition.  
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more detail the Monte Carlo simulation in Appendix 2, offer more data description, robustness 

checks, and additional estimation results in Appendix 3, and summarize the estimation procedures 

in Appendix 4.  

II. Analytical Framework for Point Estimates on Poverty Mobility 

II.1. Basic Framework  

Let yij represent household consumption or income in survey round j for household i, where i= 

1,…, N, and j= 1 or 2. Let xij be a vector of time-invariant household characteristics that are 

observed in both survey rounds. Subject to data availability, these characteristics can include such 

variables as sex, ethnicity, religion, language, place of birth, and parental education as well as 

variables that can be converted into time-invariant versions based, for example, on information 

about household heads’ age and education.  The vector xij can also include time-varying household 

characteristics if retrospective questions about the round-1 values of such characteristics are asked 

in the second round survey.  

Consider the following projection of household consumption (or income) on household 

characteristics for survey round j  

𝑦𝑖𝑗 = 𝛽𝑗′𝑥𝑖𝑗 + 𝜀𝑖𝑗     (1) 

We are interested in knowing such quantities of poverty dynamics as  

𝑃(𝑦𝑖1~𝑧1   𝑎𝑛𝑑 𝑦𝑖2~𝑧2)       (2) 

or  

𝑃(𝑦𝑖1~𝑧1   |𝑦𝑖2~𝑧2)        (3) 

where the vector 𝑥𝑖𝑗 includes a vector of ones,  zj is the poverty line in period j, and the relation 

sign (~) indicates either the larger sign (>) or smaller or equal sign (≤). For example, 𝑃(𝑦𝑖1 ≤

𝑧1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2) represents the probability that household i is poor in the first period but nonpoor 
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in the second period (considered together for two periods), and 𝑃(𝑦𝑖2 > 𝑧2|𝑦𝑖1 ≤ 𝑧1 ) represents 

the probability that household i, who are poor in the first period, escape poverty in the second 

period. These probabilities can also be interpreted as population quantities; for example, 𝑃(𝑦𝑖2 >

𝑧2|𝑦𝑖1 ≤ 𝑧1 ) correspond to the percentage of poor households in the first period that escape 

poverty in the second period. We also refer to those who are either poor or non-poor in both periods 

as the immobile, and those who escape or fall into poverty over time respectively as the upward 

and downward mobile. For convenience, we also refer to quantities (2) and (3) respectively as 

unconditional mobility and conditional mobility.5  

If panel data are available, we can easily estimate these quantities; otherwise, we can use 

synthetic panels for this purpose. To further operationalize the framework, we make the following 

two assumptions.    

Assumption 1: The underlying population sampled is the same in survey round 1 and survey 

round 2.  

Assumption 1 ensures that the distributions of the time-invariant household characteristics in 

the two survey rounds would be the same. As such, these time-invariant household characteristics 

can be employed as the connectors of household consumption between the two periods (i.e., 𝑥𝑖1 ≡

𝑥𝑖2). Coupled with Equation (1), this assumption implies that households in period 2 with identical 

characteristics to those of households in period 1 would have achieved the same consumption 

levels in period 1 and vice versa (given the same error term). Assumption 1 will be violated if the 

underlying population changes due to major events as births, deaths, or migration; these events 

can be caused by natural disasters or economic crises or simply because the two survey rounds are 

 
5 We restrict our discussion in this paper to a money-metric measure of poverty; for a multidimensional measure see 

Alkire and Foster (2011). Also see Calvo and Dercon (2009) and Foster (2009) for discussion on other definitions of 

chronic poverty. 
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too far apart. We can thus test this assumption by examining whether the observable time-invariant 

characteristics of the population of interest change significantly from one survey round to the next.  

Assumption 2:  𝜺𝒊𝟏 and 𝜺𝒊𝟐 have a bivariate normal distribution with zero mean, (the partial) 

correlation coefficient ρ, and standard deviations 𝝈𝜺𝟏  and 𝝈𝜺𝟐 respectively. 

Since we often convert household consumption 𝑦𝑖𝑗 to the logarithmic scale for better analysis, 

the normality assumption for log consumption is equivalent to the log-normality assumption of 

consumption. Unlike Assumption 1, the assumption of joint normality is widely used in practice 

but cannot be tested without panel data.  We come back to relaxing this assumption in the empirical 

analysis. The partial (conditional) correlation coefficient ρ is usually non-negative in most 

household surveys, for several reasons. First, since household poverty status tends to be strongly 

related over time, the joint probability that a household is poor in both survey rounds considered 

together is expected to be higher than the product of the probability that this household is poor in 

one round and poor in round two, respectively. Second, if shocks to consumption or income (for 

example, finding or losing a job) have some persistence, and consumption reacts to these income 

shocks, then consumption errors will also exhibit positive autocorrelation. And finally, although 

some households may experience negatively correlated incomes over time (e.g., reducing 

expenditure in one period in order to prepare for a wedding in the next), factors leading to such a 

correlation are unlikely to apply to the majority of households at the same time.6 

Assumption 2 is also simpler and less data-demanding than the assumptions typically 

employed in other pseudo panel models that analyze multiple rounds of repeated cross sections. 

Put differently, we assume that no cohort (or time) specific effects exist; neither do we explicitly 

 
6 Assumption 2 is basic and fairly standard for most analysis of household consumption (income) data. We return to 

discussing other aspects such as potential heterogeneity and heteroscedasticity of the error terms with Monte Carlo 

simulation in Section III and Appendix 2. 
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assume individual level heterogeneity (as in, for example, Inoue (2008)). While we acknowledge 

that this rather simplistic departure from the literature could result in more restrictive analysis, it 

is motivated by the dearth of (even cross-sectional) survey data we typically face with in practice, 

particularly for poorer countries.7 Notably, in situations where only two rounds of repeated cross 

sections exist, Assumption 2 is crucial for implementing our proposed model. But we return to 

relax this assumption and allow for the cohort fixed effects in the error terms in an alternative 

approach in Proposition 2. We further examine heterogeneity analysis in Section V.3. 

If 𝜌 is known, we can estimate quantity (2) by 

𝑃(𝑦𝑖1~𝑧1 𝑎𝑛𝑑 𝑦𝑖2~𝑧2) = 𝛷2 (𝑑1
𝑧1−𝛽1′𝑥𝑖𝑗

𝜎𝜀1
, 𝑑2

𝑧2−𝛽2′𝑥𝑖𝑗

𝜎𝜀2
, 𝜌𝑑)   (4) 

where 𝛷2(. ) stands for the standard bivariate normal cumulative distribution function (cdf), dj is 

an indicator function that equals 1 if the household is poor and equals -1 if the household is non-

poor in period j, and 𝜌𝑑 = 𝑑1𝑑2𝜌.  

We discuss next our point estimates method which addresses the limitations of, and 

significantly extends, the bounds method introduced in Dang et al. (2014).  

II.2. Theoretical Estimates for 𝝆 

We offer the following proposition to obtain 𝜌, which helps provide the point estimate for 

poverty mobility. 

Proposition 1- Point estimate of 𝝆 

Given Equation (1) and Assumptions 1 and 2, and assuming that the simple (unconditional) 

correlation coefficient between household consumption in two survey rounds 𝜌𝑦𝑖1𝑦𝑖2 is known, the 

partial correlation coefficient 𝜌 is given by  

𝜌 =
𝜌𝑦𝑖1𝑦𝑖2√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)−𝛽1′𝑣𝑎𝑟(𝑥𝑖)𝛽2

𝜎𝜀1𝜎𝜀2
    (5) 

 
7 Serajuddin et al. (2015) find that, over the period 2002-11, more than one-third (57) of the 155 countries for which 

the World Bank monitors poverty data have only one poverty data point or no data at all. Even where countries collect 

data on poverty, these data may not be comparable over time. Indeed, Beegle et al. (2016) point out that around half 

of 48 Sub-Saharan African countries did not have two comparable household surveys for the period 1990-2012. 
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Central to the estimation of 𝜌 in Proposition 1 is the value of 𝜌𝑦𝑖1𝑦𝑖2. We propose next a simple 

way to approximate this parameter based on cohort-level averages from the survey data.  

Lemma 1- Approximation of 𝝆𝒚𝒊𝟏𝒚𝒊𝟐 

Assume the following simple linear projection of household consumption between period 1 and 

period 2  

𝑦𝑖2 = 𝛿𝑦𝑖1 + 𝜂𝑖2      (6)  

where 𝛿 is a scalar, 𝜂𝑖2 is the random error term. Further assume there are no other control (𝑥𝑖𝑗) 

variables in Equation (6) and 𝑥𝑖𝑗 have no cohort-specific first moment. Also assume that the 

sample size of each household survey round is large enough (or 𝑁 → ∞) and the number of cohorts 

(C) constructed from the survey data is fixed. The simple correlation coefficient 𝜌𝑦𝑖1𝑦𝑖2 can then 

be approximated with the synthetic panel cohort-level simple correlation coefficient 𝜌𝑦𝑐1𝑦𝑐2, where 

c indexes the cohorts constructed from the household survey data. 

 

See Appendix 1 for further discussion. 

 

We can rely on the existing literature on pseudo-panel data to construct cohorts. For example, 

cohorts can be based on age (Deaton, 1985; Pencavel, 2007) or some combination of age and other 

characteristics such as education (e.g., Blundell et al., 1998) or region (e.g., Propper et al., 2001). 

In the same spirit, other time-invariant characteristics such as gender or ethnicity may also qualify 

as candidates for cohort construction. The implicit assumption underlying traditional pseudo-panel 

analysis is that cohort dummy variables have a strong relationship with household consumption.8 

The assumption stated in Lemma 1 on a fixed number of cohorts is standard in the traditional 

pseudo-panel literature (Moffitt, 1993; Verbeek and Vella, 2005; Joudis, 2018) and helps preclude 

 
8 In addition, we can obtain good estimates of correlation at the cohort-level aggregated data if the individual data 

within a cohort show very similar values (or the intraclass correlation is close to 1 (Snijders and Bosker, 2011)). 

Furthermore, if these cohort dummy variables do not capture any variation in household consumption, the synthetic 

panel cohort-level simple correlation coefficient 𝜌𝑦𝑐1𝑦𝑐2 would simply be 0. In the extreme case, consumption (or 

poverty) mobility can happen entirely within cohorts, but this case would be easily detected since it results in 

𝜌𝑦𝑐1𝑦𝑐2 being equal to 1 (i.e., since cohort means remain unchanged across the two survey rounds). We return to more 

discussion in the next section on Monte Carlo simulation.  
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measurement errors with cohort means. It is also defined as the Type 1 asymptotics of pseudo 

panel data (Verbeek, 2008).  

Notably, given the small number of cohorts in practice (where we may have only two rounds 

of repeated cross sections), we do not include other control variables in Equation (6). Similar to 

Assumption 2 that is discussed earlier, Equation (6) represents a simplification of the typical linear 

dynamic model employed in the pseudo-panel literature due to data constraints (see, e.g., Moffitt 

(1993)). The assumption that 𝑥𝑖𝑗 have no cohort-specific first moment helps ensure that 𝛿 is 

consistently estimable when it is linked to Equation (1) (Inoue, 2008). Lemma 1 can be 

straightforwardly extended to multiple waves to obtain  𝜌𝑦𝑐𝑗𝑦𝑐𝑘  for any pair of survey rounds j and 

k, but a longer time interval between survey rounds tends to decrease 𝜌𝑦𝑐𝑗𝑦𝑐𝑘 . For example, 

Kopczuk, Saez, and Song (2010) find that the (rank) correlation of earnings decreases over longer 

time intervals for panel data from the US Social Security Administration between 1937 and 2004.9 

Alternatively, we can instead assume that the number of cohorts is large enough (instead of 

being fixed). This is the Type 2 asymptotics of pseudo panel data, which was proposed by Deaton 

(1985) and subsequently used in various studies including Verbeek and Nijman (1993) and Collado 

(1997). Using this different assumption allows us to employ a richer assumption for the error terms 

that includes the cohort fixed effects in the error term, which we refer to as Assumption 3 below. 

Assumption 3:  Further assume that the error terms  𝜺𝒊𝟏 and 𝜺𝒊𝟐 include a cohort fixed effects. 

 

This offers another way of estimating 𝜌. 

Proposition 2- Alternative estimate of 𝝆 

Given Equation (1) and Assumptions 1, 2, and 3, and assume that the sample size of each 

household survey round is large enough (or 𝑁 → ∞) and the number of cohorts (C) constructed 

 
9 This result also holds for actual panel data from various other countries such as China, India, Peru, Vietnam, and the 

U.K. (Chaudhuri and Ravallion, 1994; Khor and Pencavel, 2006; Jenkins, 2011; our estimates). 
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from the survey data is large enough (or 𝐶 → ∞). The partial correlation coefficient 𝜌 can then 

be estimated from a modified version of Equation (1) where all the variables are aggregated to 

the cohort level  

𝑦𝑐𝑗 = 𝛽𝑗′𝑥𝑐𝑗 + 𝜀𝑐𝑗     (7) 

where the error term 𝜀𝑐𝑗 includes a cohort fixed effect 𝜏𝑐 and the error 𝜈𝑐𝑗. 

 

Proof 

See Appendix 1. 

Notably, the different assumptions over whether the number of cohorts is fixed (Lemma 1) or 

goes to infinity (Proposition 2) result in two different ways to construct cohorts. Lemma 1 suggests 

that we can construct cohorts based on age (and perhaps interacted with another variable), but 

Proposition 2 suggests that we can construct cohorts based on a combination of all the different 

values of the time-invariant variables in xij. The latter approach provides many more cohorts than 

the former, if there are enough time-invariant variables. For instance, using the US’s PSID data in 

2007-2009 with a sample size of around 3,400 observations, the number of constructed cohorts is 

31 with Lemma 1 (using age as the cohort variable, with a restriction of heads between age 25 and 

55), but the corresponding figure using Proposition 2 (for a combination of age, gender, years of 

schooling, ethnicity, and urban residence) is 1,120. Given a typical sample size of 5,000 for most 

current household surveys, the number of cohorts (and cohort cell sizes) can be slightly larger.  

While it appears reasonable to assume that N tending to infinity with most current household 

surveys, there is no consensus in the literature on how large cohort sizes should be. Monte Carlo 

simulations by Verbeek and Nijman (1992) suggests that cohort sizes of 100 to 200 are sufficient, 

while Devereux (2007) argues for larger cohort sizes in the thousands. Khan (2021) offers a new 

metric to calculate cell sizes; yet, it is a complex function that is sensitive to variations within and 

across cohorts, over time for cohorts, as well as autocorrelation and covariance of the control 

variables. Indeed, our validation results, shown in Section V, suggest that we can obtain reasonably 
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good estimates for total sample sizes ranging from slightly more than 1,300 observations (Bosnia-

Herzegovina) to 9,100 observations (Peru) and the results do not appear to strongly depend on the 

sample sizes.  

We note the caveat that Lemma 1 provides approximates of 𝜌𝑦𝑖1𝑦𝑖2  and 𝜌 and Proposition 2 is 

based on asymptotic theory (using a large number of cross sections), and how well these estimates 

turn out to be in practice (using only two rounds of cross sections) is an empirical issue. A simple 

(but partial) diagnostic test for Proposition 1 to work is that the cohort-level simple correlation 

coefficient 𝜌𝑦𝑐1𝑦𝑐2 is statistically different from 0; the corresponding test for Proposition 2 is that 𝛽𝑗 

in Equation (7) are jointly statistically different from 0. We offer a sample Stata command in 

Appendix 4 to estimate Equation (7). Our preferred method for the empirical illustrations in this 

paper is Proposition 1 and Lemma 1, since this approach lays out more clearly the relationship 

between 𝜌𝑦𝑖1𝑦𝑖2  and 𝜌. But we also use Proposition 2 for alternative estimates.10  

II.3. Mobility for Three (or More) Periods or Consumption Groups  

We next provide Proposition 3, which shows the asymptotics of the point estimates in Equation 

(4).  

Proposition 3- Asymptotic results for point estimates for 2 periods 

Assume that Equation (1) and Assumptions 1 and 2 hold, and assume further that all the standard 

regularity conditions are satisfied for Equations (1), (i.e., 𝑋′𝜀/𝑁
 𝑝 
→   0 and 𝑋′𝑋/𝑁

 𝑝 
→   𝑀 finite 

and positive definite).11 Let P be the population parameter of interest (e.g., 𝑃 = 𝑃(𝑦𝑖1 <
𝑧1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2) for household i, i=1,…, N), dj an indicator function that equals 1 if the 

household is poor and equals -1 if the household is non-poor in period j, j= 1, 2, 𝜌𝑑 = 𝑑1𝑑 𝜌2 , 

and 𝜌𝑦𝑖1𝑦𝑖2,𝑑 = 𝑑1𝑑 𝜌2 𝑦𝑖1𝑦𝑖2
, and the (ˆ) sign represent the estimate. Our point estimates are 

distributed as 

√𝑛 [𝑃 − 𝛷2 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑)]~𝑁 (0,  𝑉)     (8)

   
10 We further discuss theoretical bounds on 𝜌 and another way to approximate it in Appendix 1. 
11 As is the usual practice, vectors of time-invariant characteristics xi’s (kx1) are transposed into row vectors and 

stacked on top of each other to form the matrix X (nxk), and the vectors of error terms ε (nx1) are formed similarly 

from the scalars εi’s. 
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where 𝛷̂2(. ) = 𝛷2 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑) is the estimated quantities of poverty dynamics 

for household i.  

The covariance-variance matrix V can be decomposed into two components, one due to 

sampling errors and the other due to model errors assuming these two errors are uncorrelated 

such that 𝑉 = 𝛴𝑠 + 𝛴𝑚. 

 

Proof 

See Appendix 1. 

Several remarks are in order for this proposition. First, given a better fit for our regressions in 

Equation (1), the model-based variances (i.e., synthetic panel estimates in our case) are usually 

smaller than the design-based variances (i.e., weighted estimates based on panel data) (Matloff, 

1981; Binder and Roberts, 2009). Furthermore, a larger sample size would reduce the sampling 

variance; thus, this points to the advantages of cross sections over panel data when the former have 

larger sample sizes than the latter (see Appendix 3 for more discussion). While the reduction of 

variance can vary depending on the specific model or datasets under consideration (Binder and 

Roberts, 2009), our estimation results (Table 3) show that the model-based variances for the 

synthetic panels can hover around 10-50 percent of those for the design-based variances for 

different countries.12 

Second, we can use data either from the first or the second survey round as the base year for 

Proposition 3, given the following identity 

𝑃(𝑦𝑖1 ≤ 𝑧1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2) ≡ 𝑃(𝑦𝑖2 > 𝑧2 𝑎𝑛𝑑 𝑦𝑖1 ≤ 𝑧1)  (9) 

We provide next Proposition 4 that further extends Proposition 3 to settings with more than 

two consumption groups. 

 
12 Our results are consistent with the findings in Binder and Roberts (2009), where the largest reduction in variances 

appear to depend on other factors and not just sample size differences. In particular, the reduction in variances for the 

synthetic panels are rather similar for Lao PDR and Peru, despite the ratio of the sample size for the cross sections 

over that of the actual panel is four times and 1.6 times for Peru and Lao PDR respectively. 
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Proposition 4- Asymptotic results for point estimates for mobility between different groups 

for two periods 

Given the same assumptions in Proposition 3, let Plm represent household i’s (i=1,…, N) 

probability of moving from consumption group l in period 1 to consumption group m in period 2, 

that is 𝑃𝑙𝑚 = 𝑃(𝑧1
𝑙−1 < 𝑦𝑖1 ≤ 𝑧1

𝑙  𝑎𝑛𝑑 𝑧2
𝑚−1 < 𝑦𝑖2 ≤ 𝑧2

𝑚), where l, m= 1,...,k, and the zj are the 

thresholds that separate the different consumption groups, with 𝑧𝑗
0 = −∞ and 𝑧𝑗

𝑘 = ∞, for period 

j, j= 1, 2. Defining Fl,m as 𝛷2 (
𝑧1
𝑙−𝛽1′𝑥𝑖𝑗

𝜎𝜀1
,
𝑧2
𝑚−𝛽2′𝑥𝑖𝑗

𝜎𝜀2
, 𝜌), and the (ˆ) sign represent the estimate, our 

point estimates are distributed as 

√𝑛[𝑃𝑙𝑚 − (𝐹̂𝑙,𝑚 − 𝐹̂𝑙,(𝑚−1) − 𝐹̂(𝑙−1),𝑚 + 𝐹̂(𝑙−1),(𝑚−1))]~𝑁 (0,  𝑉)   (10)   

Proof 

See Appendix 1. 

We provide in Appendix 1 several additional theoretical results. These include Corollary 3.1 

(which provides the asymptotic results for conditional probabilities) and Proposition 5 (which 

extends Proposition 3 to the general setting where there are three or more survey rounds, i.e., j≥3). 

 

III. Monte Carlo Simulation 

We first start in this section with assuming that both Assumptions 1 and 2 are satisfied before 

examining situations where these assumptions can be relaxed. Assume that household i’s 

consumption can be generated for both periods using the following model  

𝑦𝑖1 = 𝛼1 + 𝛽11𝑥𝑖1 + 𝛽12𝑥𝑖2 + 𝛽13𝑥𝑖3 + 𝛽14𝑥𝑖4 + 𝛽15𝑥𝑖5 + 𝛽16𝑥𝑖6 + 𝛽17𝑥𝑖7 + 𝛽18𝑥𝑖8 + 𝑣𝑖1   (11) 

𝑦𝑖2 = 𝛼2 + 𝛽21𝑥𝑖1 + 𝛽22𝑥𝑖2 + 𝛽23𝑥𝑖3 + 𝛽24𝑥𝑖4 + 𝛽25𝑥𝑖5 + 𝛽26𝑥𝑖6 + 𝛽27𝑥𝑖7 + 𝛽28𝑥𝑖8 + 𝑣𝑖2  (12) 

 

where the 𝑥𝑖’s  are household head’s time-invariant characteristics, and 𝑣𝑖’s the random error 

terms. We choose eight regressors for Equations (11) and (12) to better mimic situations where we 

can employ up to seven time-invariant regressors when working with real household survey data 

(Appendix 3, Table 3.1). 

Also assume the following parameter values 

𝛼1 = 1 ;   𝛽11 = 𝛽12 = 𝛽13 = 𝛽14 = 𝛽15 = 𝛽16 = 𝛽17 = 𝛽18 = 1  

𝛼2 = 1.5 ;   𝛽21 = 1.2, 𝛽22 = 1.1, 𝛽23 = 1.05, 𝛽24 = 1.3, 𝛽25 = 0.9, 𝛽26 = 1.15, 𝛽27 =
1.4, 𝛽28 = 0.6  

and 
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𝑥𝑖1~𝑁 (0,  2.5), 𝑥𝑖2~𝑁 (0,  5), 𝑥𝑖3~𝑁 (0,  6), 𝑥𝑖4~𝑁 (0,  4), 𝑥𝑖5~𝑁 (0,  1), 𝑥𝑖6~𝑁 (0,  3), 
𝑥𝑖7~𝑁 (0,  2), 𝑥𝑖8~𝑁 (0,  1) 
  

(
𝑣𝑖1
𝑣𝑖2
)~𝐵 𝑉𝑁((

0
0
) , (
6.5     1
1     6.5

)) 

where N(0, c) stands for the normal distribution with mean 0 and variance c; BVN(., .) similarly 

represents the bivariate normal distribution with the vector of mean 0 and the given variance-

covariance matrix. Without loss of generality, we assume a certain degree of correlation over time 

for the error terms v’s (ρ=0.15), which may be caused by time-varying factors such as unexpected 

shocks. Given these parameter values, we can calculate that var(yi1)= 27, var(yi2)= 38.6, 𝜌𝑦𝑖1𝑦𝑖2= 

0.89, as well as a range of values for 𝑅2  with each equation.  

The values for 𝛽’s are motivated by the estimates for Equation (1) using real household survey 

(Appendix 3, Table 3.1). For example, the ratios of the estimated coefficients between the two 

repeated cross sections range from 0.60 to 1.11 for Vietnam during 2006-2008 and 0.73 to 1.39 

for the US during 2007-2009. 

We choose the value of 0.15 as a lower value of ρ (say, rather than 0) for two main reasons. 

First, in theory, it tends to be positive as earlier discussed with Assumption 2. Indeed, a zero 

correlation coefficient implies perfect income mobility between two periods (i.e., an average 

household’s income in the second period has no relationship with its income in the first period), 

which rarely occurs perhaps except under extremely special circumstances such as overnight 

regime change. Second, empirical evidence using actual panel data from various countries suggest 

that ρ is often (much) larger than this value. For example, Khor and Pencavel (2006) estimate ρ to 

be 0.54 for China, and range from 0.62 to 0.78 for various richer countries such as Denmark, 

France, Germany, Italy, Sweden, the UK, and the US in the late 1980s and early 1990s. Estimates 

by Dang et al. (2014) put ρ at 0.39 for Nepal (1995/96- 2003/04) and 0.50 for Indonesia (1997- 
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2000). Our estimation results (Table 1) suggest ρ ranges from 0.43 to 0.70 for countries with 

different income levels, such as Bosnia-Herzegovina, Lao PDR, the United States, Peru, and 

Vietnam during the 2000s. We discuss in more detail the Monte Carlo simulation procedures in 

Appendix 2. 

We examine three main different data situations. These range from the most data-scarce 

situation where we only observe x1 (i.e., ρ= 0.88 and is almost identical to 𝜌𝑦𝑖1𝑦𝑖2) to a typical 

setting with a few such variables (i.e., ρ=0.58), and to an unusual setting where we fully observe 

all the x’s (i.e., ρ=0.15). These data situations correspond to Models 1, 5, and 8 in Table 2.1, which 

also provides the values for 𝜌 for additional data situations. We provide simulation results for these 

models at three different sample sizes N= 1,000 (small), 4,000 (medium), and 10,000 (large), with 

1,000 simulations for each model run. We fix the poverty line in period 2 at the 30th percentile, 

and then graph in Figure 2 the true percentage of households that are poor in both periods (solid 

line), its 95 percent CIs (shaded bands), and the estimated percentage using simulated data (dashed 

line) against the whole spectrum of poverty rates in the first period. 

Figure 1 shows that estimated poverty rates closely track the true rates and fall within their 95 

percent CIs. Unsurprisingly, more time-invariant variables result in better predictions. Indeed, the 

dashed lines are almost indistinguishable from the solid line for the graphs where 𝜌 = 0.15 or even 

where 𝜌 = 0.58. When very limited information exists on time-invariant variables (ρ = 0.88, or 

both the 𝑅2  equal 0.09), estimates (partially) fall outside the 95 percent confidence interval for the 

middle part of the distribution for mid-sized or unusually large sample sizes (N= 4,000 or 10,000), 

but still compares favorably well to true poverty rates for small sample sizes (N= 1,000). Varying 

the model parameters or the poverty lines gives us similar results (not shown). 
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The results remain robust where we relax Assumptions 1 and 2 in various ways. These include 

situations where the time-invariant household characteristics x’s have different distributions or are 

correlated with each other, or where 𝜌 may vary for different population groups, or the errors are 

heteroskedastic errors (Appendix 2).  

IV. Data  

To validate our method with real survey data, we analyze household panel survey data from 

Bosnia-Herzegovina (Bosnia-Herzegovina Living Standards Measurement Survey, BLSMS) in 

2001-2004, Lao PDR (Expenditure and Consumption Survey, LECS) in 2002/03-2007/08, the 

United States (Panel Study of Income Dynamics, PSID) in 2005, 2007, and 2009, Peru (Peruvian 

National Household Survey, ENAHO) in 2004, 2005, and 2006, and Vietnam (Vietnam Household 

Living Standards Survey, VHLSS) in 2004, 2006, and 2008. The number of households comprises 

2,376 households for Bosnia-Herzegovina, 6,500 households for the LECS, 9,189 households for 

each round of the VHLSSs, more than 5,000 households for the PSIDs, and almost 20,000 

households for the ENAHOs.  These data are of high quality and are typically employed to produce 

estimates of poverty and income for these countries. We discuss further details of these datasets in 

Appendix 3.  

Consistent with the literature on pseudo-panel data, we restrict the  household heads’ age range 

to 25-55 for the first survey round and adjust this appropriately for later survey rounds to ensure 

stable household formation (e.g., looking at the age cohort 27-57 if the next survey round is two 

years later). While this age range can be extended to include older people, it may be ill-advised to 

include those who are younger, at least since most household heads tend to be older than 25 in all 

the countries we look at. The time-invariant variables that we use include the household head’s 

age, years of schooling, ethnicity (i.e., whether belonging to ethnic majority groups), and whether 
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the household resides in urban areas.13 We provide the estimated parameters for Equation (1) in 

Appendix 3, Table 3.1. 

V. Empirical Validation for Poverty Dynamics 

Our Monte Carlo simulation suggests that the proposed method works reasonably well even 

when our assumptions are not fully satisfied (Section III and Appendix 2). We examine in this 

section how well the method performs with real household survey data.  

V.1. Testing Assumptions and Estimates for 𝝆 

Regarding testing for Assumptions 1 and 2 using the real household survey data, since 

Assumption 1 is automatically satisfied for true panel data, we only test it for the cross-sectional 

components with Lao PDR, Peru, and Vietnam. The t-tests for the null hypothesis that the 

distributions of the time-invariant variables are the same across survey rounds are not rejected at 

the 5 percent level for the latest period for Peru and Vietnam, but not for Lao PDR. While this 

suggests that Lao PDR may not offer the best data for validation purposes, we still show validation 

results for this country since these differences may not be practically very large (e.g., half a year 

of schooling between the two rounds).14 Assumption 2 is not testable for the cross sections, but 

can be tested using the actual panels. Formal multivariate normality tests, including the Doornik-

Hansen (2008) test, reject the hypothesis of univariate or bivariate normality distribution for all 

the countries. Nevertheless, plotting the estimated error terms (𝜀𝑖𝑗) for both the cross sections and 

the panel data against the normal distribution (see Appendix 3, Figure 3.1 for Lao PDR, Peru, and 

 
13 In contexts where there is (much) migration, the urban residence dummy variable may not satisfy Assumption 1. 

We return to testing this assumption with real household survey data in Section V.1.  
14 Assumption 1 is also satisfied for Vietnam in 2004-06, and mostly satisfied for Peru in 2004-05 except for heads’ 

years of schooling and urban residence. However, similar to Lao PDR, these differences appear not very large (e.g., a 

difference of 0.2 years of schooling between two rounds). Our earlier Monte Carlo simulation results suggest that this 

assumption can be violated to some extent.  
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Vietnam only to save space), suggests that these approximate the latter fairly closely in practice 

for each year.15  

We next discuss the estimates for 𝜌. After obtaining an estimate for 𝜌𝑦𝑖1𝑦𝑖2from the synthetic 

panels based on age cohorts (using Lemma 1)—which are all highly statistically significant with 

p-values less than 0.01—we provide the synthetic panels estimates for  𝜌 (using Proposition 1) in 

Table 1, column Method 1.  Estimates using the synthetic panels deviate from those using the 

actual panels from 0.02 (the US during 2005-2009) to 0.16 (Vietnam during 2004-2008) in 

absolute terms, corresponding to a range of 4 to 28 percent in relative terms. This is within the 

range of ±30%, where our Monte Carlo simulation (Appendix 2) indicates that estimates remain 

robust. Furthermore, estimates for 𝜌 are smaller than those for 𝜌𝑦𝑖1𝑦𝑖2 , which is consistent with our 

earlier theoretical discussion.16  

Alternatively, we also estimate 𝜌 using Proposition 2. Assumption 3 for the cohort fixed effects 

is satisfied for all the countries, except for Lao PDR so Proposition 2 does not apply for this 

country. The estimates for 𝜌 (column Method 2 for the synthetic panels) are somewhat better than 

the estimates using Method 1 for three countries: Peru, Vietnam, and the US, but are worse for 

Bosnia-Herzegovina. Note, however, that estimates for 𝜌 are just an intermediate input in the 

estimation of poverty mobility, which is the focus of our analysis. 

V.2. Overall Poverty Mobility 

It can be useful to briefly examine the performance of the bound estimates first. To save space, 

we show in Table 2 the bound estimates for unconditional poverty dynamics using the latest two 

 
15 Still, as an alternative to making a parametric bivariate normal distribution as in Assumption 2, we also experiment 

with relaxing this assumption and employ a copula approach. Estimation results are rather similar and are further 

discussed in Appendix 3. 
16 Estimation results using an alternative method (Corollary 1.1 in Appendix 1) are very similar to those using 

Proposition 1, with the differences being at most 0.01. 
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survey rounds available for each country. While all the true poverty rates are reassuringly 

encompassed within the estimated bounds, the bound estimates are generally quite wide and can 

be hard to interpret. For example, the true upward and downward mobility rates for Vietnam are 

respectively 5.9 percent and 4.9 percent. Yet, the bound estimates for both upward mobility and 

downward mobility for this country are almost identical at [0.5, 9.8] and [0.6, 9.9].17 This points 

further to the value of seeking improvements on the bound estimates.  

We show the point estimates for the same countries and periods in Table 3, using data in the 

second survey round (xi2) as the base year for predictions. To evaluate the goodness-of-fit for 

estimation results, we show comparison with the 95% CIs and one standard error around estimates 

based on the panels. We also consider the efficiency of the synthetic panel estimates by looking at 

the proportion of the overlap between the 95 percent CIs of the synthetic panel estimates and the 

true estimates over the 95 percent CI of the synthetic panel estimates.  The larger this overlap, the 

more efficient the synthetic panel estimates are; for instance, an overlap of 100 percent indicates 

that the 95 percent CI of the synthetic panel estimates falls well within that of the true estimates. 

We show both the averaged proportions of the overlap (or mean coverage) for all the dynamics 

calculations and the number of times that the overlap reaches 100 percent. 

Results appear very encouraging with the synthetic panel point estimates being close to the 

true point estimates and lying within the 95 percent CIs around the true estimates for all the cases 

(i.e., 20 out of 20). Furthermore, more than half of the synthetic panel point estimates fall within 

one standard error of the actual panel estimates (i.e., 11 out of 20). For the efficiency tests, the 

mean coverage ranges from 83 percent to 100 percent and there is 100 percent overlap for more 

than four fifths (i.e., 17 out of 20) of the cases.  

 
17 We provide the bound estimates for the conditional mobility rates in Appendix 3, Table 3.2. These bounds form 

even wider intervals than those shown in Table 2. 
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In addition, for the US and Bosnia-Herzegovina where the sample size is the same for both 

actual panel and synthetic panel estimates, the standard errors for the latter are smaller than those 

for the former, which is consistent with our earlier discussion. We discuss in Appendix 3 various 

robustness checks including using data in the first survey round as the base year, or data in earlier 

survey rounds (xi1), or bootstrap standard errors, or using a copula approach as an alternative to 

assuming a bivariate normal distribution.18     

V.3. Further Extensions 

We further extend the proposed method to provide estimates for population sub-groups; it is 

important to do so for at least two reasons. First, policy makers are usually interested in focusing 

on smaller population groups rather than the whole population in designing social safety net 

programs; and second, synthetic panels usually have larger sample sizes than panel data, which 

can help improve estimate accuracy.  We plot the estimated rates with their 95 percent CIs for the 

absolute measures of poverty dynamics against the true rates for the population categorized by 

ethnicity (i.e., ethnic minority groups), gender of household heads (i.e., female-headed 

households), education achievement (i.e., primary education or higher, lower secondary education 

or higher), and residence areas (i.e., urban households or regions the household live in) for Peru in 

Figure 2.  Not surprisingly, the 95 percent CIs for synthetic panels estimates are much smaller than 

those for the true rates with the gaps between the standard errors amplified roughly twice (i.e., 

multiplied by 1.96). Our estimates appear to be reasonably good, and fall within the 95 percent 

CIs for the true rates around half of the times for the immobile; the corresponding figure is three-

fourths or more for the mobile.  

 
18 We provide the point estimates for the conditional mobility rates in Appendix 3, Table 3.3. Estimation results are, 

unsurprisingly, slightly less accurate than those in Table 3 since both the numerators and denominators in the ratios 

in Corollary 3.1 are estimated.  
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We next show in Table 4 the estimated consumption quintile transition matrix using data from 

Vietnam in 2006-2008, where the actual and synthetic panel estimates are shown in panel A and 

panel B respectively. Estimates are off with some of the row and column totals (which sum up to 

20 percent by definition), but we focus on the inner transitions since the former do not offer as 

much insight into mobility as the latter.19 Estimation results are, again, rather encouraging with 

the majority (i.e., four-fifths) of the inner transitions falling within the 95 percent CIs of the true 

estimates, which are presented in bold. These estimates also pass the 100 percent mark of the 

coverage test. Other useful statistics that can be calculated from Table 4, panel B, include the 

percentages of the population that have seen either an improvement or a decline or remained in the 

same quintile over time, which are respectively 24.7 percent, 27.3 percent, and 48 percent. These 

estimates are within the 95 CIs around those based on the actual panels. Furthermore, some of the 

remaining estimates that fall just outside these 95 percent CIs around the true estimates appear 

practically close to the latter (e.g., the transition from quintile 3 to quintile 4 or from the richest 

quintile to quintile 2). We further discuss the poverty mobility estimates for three periods in 

Appendix 3.  

VI. Discussion and Conclusion 

Panel data currently are still unavailable in a large majority of developing countries, and this 

situation may exist for quite some time. In the absence of panel data, our proposed method offers 

a means to construct synthetic panels that allow study of poverty and welfare dynamics. While our 

estimates are not perfect, Monte Carlo simulations and analysis using real household survey data 

 
19  The row or column totals should sum up to 20 percent by definition and serve mostly as an indicator of prediction 

accuracy for these totals only. In addition, it may be useful to highlight the fact that our validation is predicated on the 

assumption that the true panel data for Vietnam have good quality. If the mobility in the true panel data is partly caused 

by spurious changes due to measurement errors (or attrition bias) in household consumption, our estimates based on 

the synthetic panel data would be more accurate since cross sections are free of such data issues.  
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indicates that they perform reasonably well under various deviations from the model assumptions. 

Moreover, synthetic panels are constructed from cross sections, which are not affected by issues 

specific to actual panels such as attrition and measurement errors.  

Our proposed method need not be restricted only to the analysis of poverty transition, and may 

be further applied to other dynamics analysis, such as labor transitions or health consumption. In 

fact, there have recently been promising extensions of our method to other topics such as 

intergenerational mobility (see, e.g., Foster and Rothbaum, 2015), shared prosperity (Dang and 

Lanjouw, 2016), or more extensive analysis of welfare dynamics along the whole income 

distribution (see, e.g., Bourguignon et al., 2019). 

However, one should attempt to check the underlying assumptions before constructing 

synthetic panels. In particular, the explanatory power of the income model and sensitivity to cohort 

definition, including the two proposed methods to estimate 𝜌, should be investigated. Since our 

proposed estimates for the correlation coefficients are based on practical approximation (as well 

as asymptotic theory), they may be biased in surveys with small sample sizes. Extra care should 

be taken to validate estimation results wherever possible (say, by using older panel data for the 

same country) before producing new estimates.  
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Table 1: Estimated ρ from Actual Panels and Synthetic Panels for Different Countries  

Country Survey Year 
Actual panels 

Synthetic panels 

Method 1 Method 2 

𝝆𝒚𝒊𝟏𝒚𝒊𝟐  ρ 𝝆𝒚𝒊𝟏𝒚𝒊𝟐  ρ ρ 

Bosnia- 

Herzegovina 

2001 
0.48 0.45 0.43 0.40 0.61 

2004 

Lao PDR 
2002-03 

0.51 0.43 0.56 0.46 N/A 
2007-08 

Peru 

2004 
0.82 0.64 0.82 0.69 0.67 

2005 

2005 
0.82 0.66 0.80 0.63 0.68 

2006 

2004 
0.79 0.63 0.73 0.51 0.68 

2006 

Vietnam 

2004 
0.81 0.66 0.85 0.73 0.61 

2006 

2006 
0.78 0.63 0.85 0.76 0.62 

2008 

2004 
0.75 0.58 0.84 0.74 0.47 

2008 

United States 

2005 
0.76 0.66 0.89 0.84 0.72 

2007 

2007 
0.82 0.70 0.86 0.79 0.74 

2009 

2005 
0.72 0.57 0.71 0.59 0.56 

2009 

Note: The synthetic panel estimates are based on cross sectional data except for Bosnia-Herzegovina and the US, 

where these estimates are based on two rounds of actual panel data. 𝜌𝑦𝑖1𝑦𝑖2 is the simple correlation across two survey 

rounds for household consumption for all countries except for the US, where it is the correlation for household income. 

ρ is the partial correlation, conditional on household head's gender, years of schooling, ethnicity, and residence areas. 

All estimates for 𝜌𝑦𝑖1𝑦𝑖2 and ρ are significant at the 0.01 level. Household heads' ages are restricted to between 25 and 

55 in the first survey round and adjusted accordingly for the second survey round. 
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Table 2: Estimated Bounds on Poverty Dynamics Based on Synthetic Data for Two Periods, Joint Probabilities (Percentage) 

 
 

Poverty Status

Actual panel 
Synthetic 

panel 
Actual panel 

Synthetic 

panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 

Poor, Poor 10.3 [4.7, 18.0] 13.8 [8.5, 24.1] 29.9 [23.2, 40.7] 6.0 [2.5, 8.8] 9.9 [4.7, 14.0]

(1.7) (1.2) (1.3) (0.4) (0.8)

Poor, Nonpoor 12.6 [2.8, 16.1] 14.3 [2.3, 17.9] 11.6 [2.5, 20.0] 3.8 [0.6, 6.9] 5.9 [0.5, 9.8]

(1.2) (1.1) (0.9) (0.3) (0.5)

Nonpoor, Poor 10.5 [2.2, 15.6] 10.9 [0.5, 16.1] 8.9 [0.2, 17.7] 4.6 [1.4, 7.7] 4.9 [0.6, 9.9]

(1.4) (1.0) (0.8) (0.4) (0.5)

Nonpoor, Nonpoor 66.5 [63.7, 77.0] 61.0 [57.5, 73.1] 49.7 [39.1, 56.6] 85.7 [82.9, 89.2] 79.3 [75.5, 84.8]

(2.2) (1.6) (1.6) (0.6) (1.0)

N 1342 1342 1989 3215 2250 9084 3368 3368 2723 3701

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are obtained 

using the estimated parameters from the first and second survey rounds on data in the second survey round. The estimated bounds are shown in brackets under the "Synthetic 

Panel" for each country. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty rates are in percent. Household heads' 

ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second survey round. 

First Period & Second 

Period

2001- 2004 2002/03- 2007/08 2005-06 2007-09 2006-08

Bosnia- Herzegovina Lao PDR Peru United States Vietnam
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Table 3: Poverty Dynamics Based on Synthetic Panel Data for Two Periods, Joint Probabilities (Percentage) 

 

 
  

Poverty Status

Actual panel 
Synthetic 

panel 
Actual panel 

Synthetic 

panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 

Poor, Poor 10.3 8.2 13.8 13.2 29.9 30.9 6.0 6.2 9.9 9.6

(1.7) (0.2) (1.2) (0.4) (1.3) (0.4) (0.4) (0.2) (0.8) (0.3)

Poor, Nonpoor 12.6 12.6 14.3 13.2 11.6 12.3 3.8 3.2 5.9 4.9

(1.2) (0.3) (1.1) (0.1) (0.9) (0.1) (0.3) (0.1) (0.5) (0.1)

Nonpoor, Poor 10.5 12.1 10.9 11.4 8.9 10.0 4.6 4.0 4.9 5.0

(1.4) (0.2) (1.0) (0.2) (0.8) (0.1) (0.4) (0.1) (0.5) (0.1)

Nonpoor, Nonpoor 66.5 67.2 61.0 62.2 49.7 46.8 85.7 86.6 79.3 80.4

(2.2) (0.6) (1.6) (0.6) (1.6) (0.4) (0.6) (0.3) (1.0) (0.4)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1342 1342 1989 3215 2250 9084 3368 3368 2722 3701

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are obtained 

using the estimated parameters from the first and second survey rounds on data in the second survey round. Standard errors are obtained adjusting for complex survey design for 

all countries, except for the US PSID. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty rates are in percent. 

Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second survey round. The "Within 

95% CI" row shows the number of times that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the estimates based on the actual panels; 

the "Within 1 standard error" row shows a similar figure but using one standard error around the estimates based on the actual panels. The "Mean coverage (percent)" row shows 

the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual panels; the "Coverage of 100%" row shows a similar figure for 

the number of times that the former fall completely inside the latter.

First Period & Second 

Period

2007-09 2006-082005-06

Peru VietnamUnited StatesBosnia- Herzegovina Lao PDR

2001- 2004 2002/03- 2007/08

4/4 4/4 4/4 4/4 4/4

2/4 4/4 2/4 1/4 2/4

100 100 91.6 83.0 100

4/4 4/4 3/4 2/4 4/4
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Table 4: Consumption Dynamics for Two Periods, Vietnam 2006-2008 (Percentage) 

 
 

 

 

  

Poorest Quintile 2 Quintile 3 Quintile 4 Richest Total

Poorest 12.7 4.7 1.7 0.6 0.2 19.7

(0.8) (0.4) (0.3) (0.2) (0.1) (0.9)

Quintile 2 4.8 7.5 4.6 2.0 0.6 19.6

(0.4) (0.6) (0.5) (0.3) (0.1) (0.9)

Quintile 3 1.8 5.2 6.9 4.6 1.5 20.0

(0.3) (0.5) (0.5) (0.5) (0.2) (0.9)

Quintile 4 0.6 2.0 5.0 7.8 4.8 20.2

(0.2) (0.3) (0.5) (0.6) (0.5) (0.9)

Richest 0.1 0.6 1.8 4.9 12.9 20.5

(0.1) (0.2) (0.3) (0.5) (0.7) (0.8)

Total 20.0 20.0 20.0 20.0 20.0 100

(1.0) (0.9) (0.9) (0.9) (0.9)

Poorest Quintile 2 Quintile 3 Quintile 4 Richest Total

Poorest 13.7 3.6 1.6 0.4 0.0 19.2

(0.3) (0.0) (0.0) (0.0) (0.0) (0.3)

Quintile 2 5.6 5.4 4.5 2.2 0.3 17.8

(0.1) (0.0) (0.0) (0.0) (0.0) (0.1)

Quintile 3 2.3 4.5 6.4 5.6 1.5 20.4

(0.0) (0.0) (0.0) (0.0) (0.0) (0.1)

Quintile 4 0.6 2.1 5.1 8.5 5.2 21.4

(0.0) (0.0) (0.0) (0.1) (0.0) (0.1)

Richest 0.0 0.3 1.4 5.4 14.0 21.1

(0.0) (0.0) (0.0) (0.0) (0.2) (0.2)

Total 22.2 15.8 18.9 22.2 20.9 100

(0.3) (0.1) (0.1) (0.1) (0.2)

Note: Synthetic panels are constructed from cross sections for Vietnam. Predictions are obtained using the estimated parameters  

from the first and second survey rounds on data in the second survey round. Standard errors are obtained adjusting for complex 

survey design. All numbers are weighted using population weights. Poverty rates are in percent. Household heads' ages are restricted

to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second survey round. 

Joint probabilities are shown. Estimates based on the synthetic panels that fall within the 95% CI of those based on the actual panels 

are shown in bold. 

2008

2006

2006

Panel A: 

True 

Panels

2008

Panel B: 

Synthetic 

Panels
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Figure 1: Predicted Poverty Rates vs. True Poverty Rates for Two Periods Based on Simulated Data   
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Figure 2: Profiles of Poverty Mobility, Peru 2005- 2006 
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Appendixes for online publication 

Appendix 1: Additional Theoretical Results and Proofs 

Proof of Proposition 1- Point estimate of 𝝆  

If panel data were available, the simple correlation coefficient for household consumption between 

the two survey rounds would be 

𝜌𝑦𝑖1𝑦𝑖2 =
𝑐𝑜𝑣(𝑦𝑖1,𝑦𝑖2)

√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)
=
𝑐𝑜𝑣(𝛽1′𝑥𝑖1+𝜀𝑖1,𝛽2′𝑥𝑖2+𝜀𝑖2)

√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)
= 

𝛽1′𝑣𝑎𝑟(𝑥𝑖)𝛽2+𝜌√𝜎𝜀1
2 𝜎𝜀2

2

√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)
          (1.1) 

where the second equality follows from Equation (1). The third equality follows from replacing 

time-invariant household characteristics xi1 and xi2 with xi, given Assumption 1 that the underlying 

population being sampled in survey rounds 1 and 2 are the same, and rewriting the covariance of 

the error terms using Assumption 2. Solving for 𝜌 from the above equality, we have 

   𝜌 =
𝜌𝑦𝑖1𝑦𝑖2√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)−𝛽1′𝑣𝑎𝑟(𝑥𝑖)𝛽2

𝜎𝜀1𝜎𝜀2
      (1.2)  

 

Corollary 1.1- A convenient approximation of 𝝆 

Let 𝑅𝑗
2, for j= 1, 2, represent the coefficients of determination obtained from estimating Equations 

(1). If 𝛽1 and 𝛽2 are close in values such that they approximate one another (i.e., 𝛽1 ≈ 𝛽2), the 

partial correlation coefficient𝜌can also be approximated by  

𝜌 ≈
𝜌𝑦𝑖1𝑦𝑖2−

√𝑅1
2𝑅2
2

√1−𝑅1
2√1−𝑅2

2
        

Proof 

See Appendix 1.  

Several remarks are in order. While the proposed method of estimating 𝜌 given in (5) directly 

follows from our framework provided by Equation (1) and provides more accurate results, 

Corollary 1.1 provides a shorthand calculation for 𝜌, as well as some intuition into the process. It 

suggests that, if the estimated parameters in Equation (1) are close to each other, the partial 

correlation coefficient for household consumption can be interpreted as the simple correlation 

coefficient purged of (the geometric mean of) its multiple correlation with household (time-

invariant) characteristics in the two survey rounds, and then reweighted by (the geometric mean 

of) the shares of the unexplained predicted errors. Our validation exercise, to be discussed below, 

shows that in practice these two formulae yield very similar estimates for 𝜌.20 Furthermore, it is 

 
20 Another way, still, to estimate 𝜌 is using the recursion formula for partial correlation coefficients provided by 

Anderson (2003, p.41); however, this formula requires many more calculations than the formulae provided above, so 

we do not discuss it further here. We abuse the notations var(xi) and var(yi) to refer to both the population true 

quantities and their sample estimates to keep the expressions simpler. Similarly, we subsequently use N to refer to 

both the total population and the sample survey. Since the variance-covariance matrix of the time-invariant household 

characteristics var(xi) in Equation (1.2) is the same for each round of true panel data, but can vary for the cross sectional 

surveys, it may be useful to separately try the variance from each survey round to see if there is any difference in 

poverty estimates. In our empirical estimates, discussed below, these variance-covariance matrices are very similar 

between survey rounds and result in almost identical estimation results. 
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straightforward to show from Proposition 1 that the simple (unconditional) correlation 

coefficient 𝜌𝑦𝑖1𝑦𝑖2 can provide an upper value for 𝜌.21 

Proof of Corollary 1.1- A convenient approximation of 𝝆  

Rewriting equality (5), we have  

𝜌 =
𝜌𝑦𝑖1𝑦𝑖2√𝑣𝑎𝑟( 𝑦𝑖1) 𝑣𝑎𝑟( 𝑦𝑖2) − 𝛽1′𝑣𝑎𝑟( 𝑥𝑖)𝛽2

𝜎𝜀1𝜎𝜀2
=
𝜌𝑦𝑖1𝑦𝑖2 −√

𝛽1′𝑣𝑎𝑟( 𝑥𝑖)𝛽2𝛽1′𝑣𝑎𝑟( 𝑥𝑖)𝛽2
𝑣𝑎𝑟( 𝑦𝑖1) 𝑣𝑎𝑟( 𝑦𝑖2)

√1 − 𝑅1
2√1 − 𝑅2

2
 

   ≈
𝜌𝑦𝑖1𝑦𝑖2−√

𝛽1′𝑣𝑎𝑟(𝑥𝑖)𝛽1𝛽2′ 𝑣𝑎𝑟(𝑥𝑖)𝛽2
𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)

√1−𝑅1
2√1−𝑅2

2
 =

𝜌𝑦𝑖1𝑦𝑖2−
√𝑅1

2𝑅2
2

√1−𝑅1
2√1−𝑅2

2
      (1.3) 

where the second equality follows from dividing both the numerator and the denominator by 

√𝑣𝑎𝑟( 𝑦𝑖1) 𝑣𝑎𝑟( 𝑦𝑖2) and using the definition of R2 as the proportion of the total variation in y that 

is accounted for by the variation in the regressors (or equivalently, the proportion of the total 

variation in y that is not accounted for by the variation in the regressors is obtained by subtracting 

R2 from 1). The third equality follows from replacing 𝛽2𝛽1
′ with 𝛽

1
𝛽
2
′ , given that 𝛽1 ≈ 𝛽2. The last 

equality follows again from the definition for R2.22    

  

Strictly speaking, we can make the less restrictive assumption that 𝛽
1
𝛽
2
′ ≈ 𝛽

2
𝛽
1
′ instead of assuming 

𝛽1 ≈ 𝛽2 for Corollary 1.1, but we use the latter for convenience. Note that for the three-variable 

case, the two formulae in (1.2) and (1.3) are identical.   

  

Lemma 1- Approximation of 𝝆𝒚𝒊𝟏𝒚𝒊𝟐 

Our discussion for the validity of Lemma 1 here simply serves as a straightforward application of 

the established results in the literature on pseudo-panel data to a context with only two rounds of 

cross section. Consider the following simple linear projection for household consumption in period 

2 on household consumption in period 1 (that have no control variables) 

𝑦𝑖2 = 𝛿𝑦𝑖1 + 𝜂𝑖2      (1.4)  

where yit is household i’s consumption in period t, t= 1, 2, and 𝜂𝑖2 is a random error term. Similar 

to Assumption 2, Equation (1.4) represents a simplification of the typical linear dynamic model 

employed in the pseudo-panel literature where there are no additional control variables (𝑥𝑖𝑗) in 

Equation (1.4) (see, e.g., Moffitt (1993, pp. 100)). Note that combined with Equation (1), we can 

also rewrite Equation (1.4) as 

𝑦𝑖2 = 𝛿𝛽1
′ 𝑥𝑖1 + 𝛿𝜀𝑖1 + 𝜂𝑖2     (1.5)  

The assumption that 𝑥𝑖𝑗 have no cohort-specific first moment helps ensure that 𝛿 is consistently 

estimable when it is linked to Equation (1) (Inoue, 2008, Theorem 1).  

 
21 Another lower bound for 𝜌 can be obtained by just implementing the same procedures in Proposition 1, where the 

predicted error terms are obtained from estimating Equation (1) (including the age variable). But this lower bound 

provides a downward biased estimates and tends to be (much closer to) 0. See Dang and Lanjouw (2013) for more 

discussion on these bounds.  
22 An alternative proof that employs the familiar expression that links the simple and partial correlation coefficients 

for bivariate normal variables is provided in Dang and Lanjouw (2013). 
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We assume the Type 1 asymptotics of pseudo panel data (as defined by Verbeek (2008, pp. 373)), 

that is the sample size of each household survey round is large enough (or 𝑁 → ∞) and the number 

of cohorts (C) constructed from the survey data is fixed.  

In the absence of panel data we do not observe yi1 for the same household, and we only have two 

repeated cross sections. Our objective of obtaining the simple correlation coefficient 𝜌𝑦𝑖1𝑦𝑖2 in this 

case is closely related to getting a consistent estimate for 𝛿, since by definition 𝜌𝑦𝑖1𝑦𝑖2 =

𝑐𝑜𝑣(𝑦𝑖1,𝑦𝑖2)

√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)
= √

𝑣𝑎𝑟(𝑦𝑖1)

𝑣𝑎𝑟(𝑦𝑖2)
𝛿.  A consistent estimate for 𝛿 can be obtained by instrumenting for 

𝑦𝑖1 with the cohort dummy variables interacted with the time dummy variables, as long as these 

instrumental variables are relevant and exogenous. Thus estimation of 𝛿 in Equation (1.4) is 

identical to estimation of 𝛿 in Equation (1.6) below, where we apply OLS to the same model where 

all variables are aggregated to the cohort level (see, e.g., Moffitt (1993, pp.108) or Verbeek (2008, 

pp. 373))  

𝑦𝑐2 = 𝛿′𝑦𝑐1 + 𝜂𝑐2      (1.6)  

Consequently, we can consistently estimate 𝜌𝑦𝑖1𝑦𝑖2in a similar way as  

𝜌𝑦𝑖1𝑦𝑖2 =  𝜌𝑦𝑐1𝑦𝑐2 =
𝑐𝑜𝑣(𝑦𝑐1,𝑦𝑐2)

√𝑣𝑎𝑟(𝑦𝑐1) 𝑣𝑎𝑟(𝑦𝑐2)
    (1.7)    

More generally, for any two survey periods j and k, we can obtain the simple correlation coefficient 

𝜌𝑦𝑖𝑗𝑦𝑖𝑘 as  

𝜌𝑦𝑖𝑗𝑦𝑖𝑘 =  𝜌𝑦𝑐𝑗𝑦𝑐𝑘 =
𝑐𝑜𝑣(𝑦𝑐𝑗,𝑦𝑐𝑘)

√𝑣𝑎𝑟(𝑦𝑐𝑗) 𝑣𝑎𝑟(𝑦𝑐𝑘)
    (1.8)    

But note that 𝜌𝑦𝑖𝑗𝑦𝑖𝑘  tends to decrease for longer time intervals between the two survey rounds. 

This can be seen more clearly when we write out Equation (1.4) for periods j and k 

𝑦𝑖𝑘 = 𝛿
𝑘−𝑗𝛽𝑗

′𝑥𝑖𝑗 + ∑ 𝛿𝜏𝜂𝑖,𝑘−𝜏
𝑘−𝑗−1
𝜏=0     (1.9)  

Since 𝛿 is often less than 1 under most normal circumstances, 𝛿𝑘−𝑗 becomes smaller for larger k-

j (i.e., a longer time interval) (see Dang and Lanjouw (2017, Proposition 5) for related discussion). 

Using panel data from the U.S. Social Security Administration between 1937 and 2004, Kopczuk, 

Saez, and Song (2010) find the (rank) correlation of earnings decrease over longer time intervals. 

This result also holds for actual panel data from various other countries such as China, India, Peru, 

Vietnam, and the U.K. (Chaudhuri and Ravallion, 1994; Khor and Pencavel, 2006; Jenkins, 2011; 

our estimates). 

Proof of Proposition 2- Alternative estimate of 𝝆 

The proof of Proposition 2 also builds on the established results in the literature on pseudo-panel 

data to a context with only two rounds of cross section, and aggregate variables to the cohort level 

in a similar spirit to (1.5). But the key difference is that we rely on Type 2 asymptotics for 

Proposition 2 (instead of using Type 1 asymptotics as with Lemma 1).  

Assume that the sample size of each household survey round is large enough (or 𝑁 → ∞) and the 

number of cohorts (C) constructed from the survey data is large enough (or 𝐶 → ∞), we aggregate 

all the variables in Equation (1) (instead of Equation (1.4) in Lemma 1). Writing out the error term 

𝜀𝑐𝑗 we have 

𝑦𝑐𝑗 = 𝛽𝑗′𝑥𝑐𝑗 + 𝜏𝑐 + 𝜈𝑐𝑗    (2.1) 

It follows that we can consistently estimate 𝜌 as 

𝜌 =
𝐶𝑜𝑣(𝜀𝑐1, 𝜀𝑐2)

√𝑣𝑎𝑟(𝜀𝑐1) 𝑣𝑎𝑟(𝜀𝑐2) 
 = 

𝜎𝜏
2

𝜎𝜏
2+𝜎𝜈

2    (2.2)  
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In practice, it is rather straightforward to estimate 𝜌 in Equation (2.2) using standard statistical 

softwares as earlier discussed.  

Proposition 3- Asymptotic results for point estimates for 2 periods 

Assume that Equation (1) and Assumptions 1 and 2 hold, and assume further that all the standard 

regularity conditions are satisfied for Equations (1), (i.e., 𝑋′𝜀/𝑁
 𝑝 
→   0and 𝑋′𝑋/𝑁

 𝑝 
→   𝑀finite 

and positive definite).23 Let P be the population parameter of interest (e.g., 𝑃 = 𝑃(𝑦𝑖1 <
𝑧1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2) for household i, i=1,…, N), dj an indicator function that equals 1 if the 

household is poor and equals -1 if the household is non-poor in period j, j= 1, 2, 𝜌𝑑 = 𝑑1𝑑 𝜌2 , 

and 𝜌𝑦𝑖1𝑦𝑖2,𝑑 = 𝑑1𝑑 𝜌2 𝑦𝑖1𝑦𝑖2
, and the (ˆ) sign represent the estimate. Our point estimates are 

distributed as 

√𝑛 [𝑃 − 𝛷2 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑)]~𝑁 (0,  𝑉)     (3.1)

  where 𝛷̂2(. ) = 𝛷2 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑) is the estimated quantities of poverty dynamics 

for household i.  

The covariance-variance matrix V can be decomposed into two components, one due to sampling 

errors and the other due to model errors assuming these two errors are uncorrelated such that 

𝑉 = 𝛴𝑠 + 𝛴𝑚. 

 

Proof 

See the proof for the general case with Proposition 5.  

 

Proposition 4- Asymptotic results for point estimates for mobility between different groups 

for two periods 

Given the same assumptions in Proposition 3, let Plm represent household i’s (i=1,…, N) 

probability of moving from consumption group l in period 1 to consumption group m in period 2, 

that is 𝑃𝑙𝑚 = 𝑃(𝑧1
𝑙−1 < 𝑦𝑖1 ≤ 𝑧1

𝑙  𝑎𝑛𝑑 𝑧2
𝑚−1 < 𝑦𝑖2 ≤ 𝑧2

𝑚), where l, m= 1,...,k, and the zj are the 

thresholds that separate the different consumption groups, with 𝑧𝑗
0 = −∞ and 𝑧𝑗

𝑘 = ∞, for period 

j, j= 1, 2. Defining Fl,m as 𝛷2 (
𝑧1
𝑙−𝛽1′𝑥𝑖𝑗

𝜎𝜀1
,
𝑧2
𝑚−𝛽2′𝑥𝑖𝑗

𝜎𝜀2
, 𝜌), and the (ˆ) sign represent the estimate, our 

point estimates are distributed as 

√𝑛[𝑃𝑙𝑚 − (𝐹̂𝑙,𝑚 − 𝐹̂𝑙,(𝑚−1) − 𝐹̂(𝑙−1),𝑚 + 𝐹̂(𝑙−1),(𝑚−1))]~𝑁 (0,  𝑉)   (4.1)   

 

Proof 

Given g consumption groups in each period, there are gxg transitions in total. The formulae for the 

standard errors for the general case can be far more complicated than those for mobility for three 

periods or more. Thus we suggest estimation of the standard errors by the bootstrap method.24 

 
23 As is the usual practice, vectors of time-invariant characteristics xi’s (kx1) are transposed into row vectors and 

stacked on top of each other to form the matrix X (nxk), and the vectors of error terms ε (nx1) are formed similarly 

from the scalars εi’s. 
24 Also note that our empirical estimates, discussed later, point to little, if any, difference between the standard errors 

estimated using the analytical formulae offered in Proposition 3 and those using the bootstrap approach.  
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The consistency part of this proof is similar as that for Proposition 5 below. The second term in 

the square bracket in Equation (4.1) directly follows from the definition of the bivariate normal 

probability function. Note that Fl,m= 0, for l, m= 1,…, k, where either l or m equals 0, and reduces 

to a univariate normal probability when either l or m equals k (e.g., 𝐹1𝑘 = 𝛷 (
𝑧1
1−𝛽1′𝑥𝑖𝑗

𝜎𝜀1
)). We 

provide a few examples of these special cases as a result of Proposition 4.  

 

𝑃15 = 𝑃(𝑦𝑖1 < 𝑧1
1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2

4) = 𝛷2 (
𝑧1
1−𝛽1′𝑥𝑖2

𝜎𝜀1
, −

𝑧2
4−𝛽2′𝑥𝑖2

𝜎𝜀2
, −𝜌)   (4.2) 

𝑃35 = 𝑃(𝑧1
2 < 𝑦𝑖1 < 𝑧1

3 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2
4) = 𝛷2 (

𝑧1
3−𝛽1′𝑥𝑖2

𝜎𝜀1
, −

𝑧2
4−𝛽2′𝑥𝑖2

𝜎𝜀2
, −𝜌) −

𝛷2 (
𝑧1
2−𝛽1′𝑥𝑖2

𝜎𝜀1
, −

𝑧2
4−𝛽2′𝑥𝑖2

𝜎𝜀2
, −𝜌)        (4.3) 

   

𝑃55 = 𝑃(𝑦𝑖1 > 𝑧1
4 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2

4) = 𝛷2 (−
𝑧1
4−𝛽1′𝑥𝑖2

𝜎𝜀1
, −

𝑧2
4−𝛽2′𝑥𝑖2

𝜎𝜀2
, 𝜌)   (4.4)    

 

 

To save space, we state and prove below Proposition 5 for the general case of the k survey rounds. 

Proposition 3 with the two survey rounds follows as a special case.   

Proposition 5- Asymptotic results for point estimates for k periods 

Assume that the same assumptions in Proposition 3 hold and extend to all k periods. Let P 

represent household i’s (i=1,…, N)  quantity of poverty dynamics (e.g., 

𝑃(𝑦𝑖1~𝑧1   , 𝑦𝑖2~𝑧2, 𝑦𝑖3~𝑧3, . . . . , 𝑦𝑖𝑘 ~𝑧𝑘)), dj an indicator function that equals 1 if the 

household is poor and equals -1 if the household is non-poor in period j, and 𝑑𝑗𝑙 = 𝑑𝑗𝑑𝑙, our 

point estimates are distributed as 

√𝑛 [𝑃 − 𝛷𝑘 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, . . . . , 𝑑𝑘

𝑧𝑘−𝛽̂𝑘′𝑥𝑖𝑗

𝜎̂𝜀𝑘
, 𝛴̂𝜌)]~𝑁 (0,  𝑉)    (5.1) 

  
The covariance-variance matrix V can be decomposed into two components, one due to sampling 

errors and the other due to model errors assuming these two errors are uncorrelated such that 

𝑉 = 𝛴𝑠 + 𝛴𝑚. The first component 𝛴𝑠 is due to the sampling errors and can be estimated using the 

bootstrap method, and the second component 𝛴𝑚 is due to the model errors. 

 

Proof 

To save space, we show the proof of the general case of the k survey rounds. Proposition 3 with 

the two survey rounds follows as a special case.  

Given that household consumption can be explained by household characteristics in Equations (1) 

and the standard regularity conditions are satisfied, our estimator 𝛷̂2(. ) is a continuous and 

differentiable function of 𝛽̂𝑚, 𝜎̂𝜀𝑚 , 𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑, for m= 1,…, k-1, n=m+1,…, k, and 𝑗 ≠ 𝑚,  𝑛, which 

are consistent estimators of the parameters. Thus 𝛷̂2(. ) is a consistent estimator of 𝛷2(. ). 
We can then decompose the variance for 𝛲 − 𝛷̂𝑘(. ) into two parts, one due to sampling errors and 

the other due to model errors 

 𝑉𝑎𝑟(𝛲 − 𝛷̂𝑘(. )) = 𝑉𝑎𝑟 ((𝑃 − 𝛷𝑘(. )) + (𝛷𝑘(. ) − 𝛷̂𝑘(. ))) = 𝛴𝑠 + 𝛴𝑚  (5.2) 

assuming that these two errors are uncorrelated with each other. The assumption that the model 

errors are uncorrelated with the sampling errors is rather standard in the statistics literature on 
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survey imputation (see, e.g., Rubin (1987) or Rao and Molina (2015)) or poverty mapping (see, 

e.g., Elbers et al. (2003).25 The variance for the sampling errors 𝛴𝑠 can be estimated using the 

bootstrap method.  

Using the delta method, the variance for the model errors
 
𝛴𝑚 can be written as  

∑ 𝛻
𝛽̂𝑚

′ 𝑉(𝛽̂𝑚)𝛻𝛽̂𝑚
𝑘
𝑚=1 + ∑ 𝛻𝜎̂𝜀𝑚

′ 𝑉(𝜎̂𝜀𝑚)𝛻𝜎̂𝜀𝑚
𝑘
𝑚=1 + ∑ ∑ 𝛻𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑

′ 𝑉(𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑)𝛻𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑
𝑘
𝑛=𝑚+1

𝑘−1
𝑚=1

 

            

(5.3)

 
 

To make notations less cluttered, let 𝛽(𝑗𝑥𝑙) represent the matrix of estimated coefficients obtained 

from Equations (1), 𝛷𝑘(. ) the standard k-variate normal probability, and 𝑎̂𝑑𝑚𝑗 = 𝑑𝑚
𝑧𝑚−𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
 

and 𝑎̄̂𝑑𝑚𝑛𝑗 =
(𝜌̂𝑑𝑚𝑞−𝜌̂𝑑𝑛𝑞𝜌̂𝑑𝑚𝑛)𝑎̂𝑑𝑚𝑗+(𝜌̂𝑑𝑛𝑞−𝜌̂𝑑𝑚𝑞𝜌̂𝑑𝑚𝑛)𝑎̂𝑑𝑛𝑗

√1−𝜌̂𝑑𝑚𝑛
2

 for m, n, q= 1,…, k, and 𝑚 ≠ 𝑛 ≠ 𝑞. 

Also let 𝛴̂𝜌(−𝑚) be the (k-1)x(k-1) partial correlation matrix given 𝛽̂𝑚with the off-diagonal 

entries 𝜌̂𝑑𝑠𝑡.𝑚 =
𝜌̂𝑑𝑠𝑡−𝜌̂𝑑𝑠𝑚𝜌̂𝑑𝑡𝑚

√1−𝜌̂𝑑𝑠𝑚
2 √1−𝜌̂𝑑𝑡𝑚

2
for s, t= 1,…, k and 𝑠, 𝑡 ≠ 𝑚; similarly, let 𝛴̂𝜌(−𝑚,−𝑛) be the (k-

2)x(k-2) partial correlation matrix given 𝛽̂𝑚 and 𝛽̂𝑛 with the off-diagonal entries𝜌̂𝑑𝑠𝑡.𝑚𝑛 =
𝜌̂𝑑𝑠𝑡.𝑚−𝜌̂𝑑𝑠𝑛.𝑚𝜌̂𝑑𝑡𝑛.𝑚

√1−𝜌̂𝑑𝑠𝑛.𝑚
2 √1−𝜌̂𝑑𝑡𝑛.𝑚

2
 for s, t= 1,…, k and 𝑠, 𝑡 ≠ 𝑚, 𝑛. Applying the chain rule and taking the first 

partial derivative with regards to 𝛽̂𝑚 and 𝜎̂𝜀𝑚 (see, for example, Prekopa (1970)) and 𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑 

(see, for example, Plackett (1954)), we can write out the derivatives of the terms in Equation 

(5.3) as follows. Note that 𝜑2(. ) stands for the standard bivariate normal probability density 

function (pdf).

 𝛻𝛽̂𝑚 = 𝑑𝑚 (
−𝑥𝑖𝑗

𝜎̂𝜀𝑚
)𝜑(𝑎̂𝑑𝑚𝑗) 𝛷𝑘−1 (

𝑎̂𝑑1𝑗 − 𝜌̂𝑑𝑚1𝑎̂𝑑𝑚𝑗

√1 − 𝜌̂𝑑𝑚1
2

, . . . . ,
𝑎̂𝑑𝑘𝑗 − 𝜌̂𝑑𝑚𝑘𝑎̂𝑑𝑚𝑗

√1 − 𝜌̂𝑑𝑚𝑘
2

, 𝛴̂𝜌(−𝑚)) + 

∑ 𝑑𝑚𝑑𝑛
−𝑣𝑎𝑟(𝑥𝑖𝑗)𝛽̂𝑛

𝜎̂𝜀𝑚𝜎̂𝜀𝑛

𝑘
𝑛=1
𝑛≠𝑚

 𝜑2(𝑎̂𝑑𝑚𝑗 , 𝑎̂𝑑𝑛𝑗 , 𝜌̂𝑑𝑚𝑛) 𝛷𝑘−2(𝑎̂𝑑1𝑗 − 𝑎̄̂𝑑𝑚1𝑗 , . . . . , 𝑎̂𝑑𝑘𝑗 −

𝑎̄̂𝑑𝑚𝑘𝑗 , 𝛴̂𝜌(−𝑚,−𝑛))        (5.4) 

𝛻𝜎̂𝜀𝑚 = (
−𝑎̂𝑑𝑚𝑗

𝜎̂𝜀𝑚
)𝜑(𝑎̂𝑑𝑚𝑗) 𝛷𝑘−1 (

𝑎̂𝑑1𝑗 − 𝜌̂𝑑𝑚1𝑎̂𝑑𝑚𝑗

√1 − 𝜌̂𝑑𝑚1
2

, . . . . ,
𝑎̂𝑑𝑘𝑗 − 𝜌̂𝑑𝑚𝑘𝑎̂𝑑𝑚𝑗

√1 − 𝜌̂𝑑𝑚𝑘
2

, 𝛴̂𝜌(−𝑚)) − 

 ∑ (𝑑𝑚𝑑𝑛
𝜌𝑦𝑖𝑚𝑦𝑖𝑛√𝑣𝑎𝑟(𝑦𝑖𝑚) 𝑣𝑎𝑟(𝑦𝑖𝑛)−𝛽𝑚′𝑣𝑎𝑟(𝑥𝑖)𝛽𝑛

𝜎̂𝜀𝑚
2 𝜎̂𝜀𝑛

)𝜑2(𝑎̂𝑑𝑚𝑗, 𝑎̂𝑑𝑛𝑗, 𝜌̂𝑑𝑚𝑛) ∗ 
𝑘
𝑛=1
𝑛≠𝑚

                      

𝛷𝑘−2(𝑎̂𝑑1𝑗 − 𝑎̄̂𝑑𝑚1𝑗 , . . . . , 𝑎̂𝑑𝑘𝑗 − 𝑎̄̂𝑑𝑚𝑘𝑗 , 𝛴̂𝜌(−𝑚,−𝑛)) 

            (5.5) 

 

𝛻𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑
=

𝑑𝑚𝑑𝑛

√1−𝑅𝑚
2 √1−𝑅𝑛

2
∗ 𝜑2(𝑎̂𝑑𝑚𝑗 , 𝑎̂𝑑𝑛𝑗 , 𝜌̂𝑑𝑚𝑛) ∗ 𝛷𝑘−2(𝑎̂𝑑1𝑗 − 𝑎̄̂𝑑𝑚1𝑗 , . . . . , 𝑎̂𝑑𝑘𝑗 −

𝑎̄̂𝑑𝑚𝑘𝑗, 𝛴̂𝜌(−𝑚,−𝑛))      

     (5.6)   

 
25 This assumption is also analogous to the standard variance decomposition formula where the unconditional variance 

is decomposed into the variance of the conditional expectation and the expectation of the conditional variance.  
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𝑉(𝛽̂𝑚) is the asymptotic covariance-variance matrix for the estimated coefficients obtained from 

the corresponding Equation (1). 𝑉(𝜎̂𝜀𝑚) can be approximated by 
(8𝑁−7)𝜎̂𝜀𝑚

2

(4𝑁−3)2
 using the formula in 

Montgomery (2012, pp. 720) where N>25. And 𝑉(𝜌̂𝑦𝑖𝑚𝑦𝑖𝑛,𝑑) can be estimated from Lemma 1.26  

 

For the special case of two periods in Proposition 3, the formulae for the different variance terms 

are provided below  

𝛻𝛽̂𝑚 = 𝑑𝑚 (
−𝑥𝑖𝑗

𝜎̂𝜀𝑚
)𝜑 (𝑑𝑚

𝑧𝑚 − 𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
)𝛷

(

 
 
𝑑𝑛
𝑧𝑛 − 𝛽̂𝑛′𝑥𝑖𝑗

𝜎̂𝜀𝑛
− 𝜌̂𝑑𝑑𝑚

𝑧𝑚 − 𝛽̂𝑚′𝑥𝑖𝑗
𝜎̂𝜀𝑚

√1 − 𝜌̂𝑑
2

)

 
 

 

        −
𝑑𝑚𝑑𝑛 𝑣𝑎𝑟(𝑥𝑖𝑗)𝛽̂𝑛

𝜎̂𝜀𝑚𝜎̂𝜀𝑛
𝜑2 (𝑑𝑚

𝑧𝑚−𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
, 𝑑𝑛

𝑧𝑛−𝛽̂𝑛′𝑥𝑖𝑗

𝜎̂𝜀𝑛
, 𝜌̂𝑑)          (5.7) 

𝛻𝜎̂𝜀𝑚 = (−𝑑𝑚
𝑧𝑚 − 𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
2

)𝜑 (𝑑𝑚
𝑧𝑚 − 𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
)𝛷

(

 
 
𝑑𝑛
𝑧𝑛 − 𝛽̂𝑛′𝑥𝑖𝑗

𝜎̂𝜀𝑛
− 𝜌̂𝑑𝑑𝑚

𝑧𝑚 − 𝛽̂𝑚′𝑥𝑖𝑗
𝜎̂𝜀𝑚

√1 − 𝜌̂𝑑
2

)

 
 

 

 − (𝑑𝑚𝑑𝑛
𝜌𝑦𝑖𝑚𝑦𝑖𝑛√𝑣𝑎𝑟(𝑦𝑖𝑚) 𝑣𝑎𝑟(𝑦𝑖𝑛)−𝛽𝑚′𝑣𝑎𝑟(𝑥𝑖)𝛽𝑛

𝜎̂𝜀𝑚
2 𝜎̂𝜀𝑛

)𝜑2 (𝑑𝑚
𝑧𝑚−𝛽̂𝑚′𝑥𝑖𝑗

𝜎̂𝜀𝑚
, 𝑑𝑛

𝑧𝑛−𝛽̂𝑛′𝑥𝑖𝑗

𝜎̂𝜀𝑛
, 𝜌̂𝑑)   (5.8)  

 

𝛻𝜌̂𝑦𝑖1𝑦𝑖2,𝑑
=
𝑑1𝑑2√𝑣𝑎𝑟(𝑦𝑖1) 𝑣𝑎𝑟(𝑦𝑖2)

𝜎̂𝜀1𝜎̂𝜀2
𝜑2 (𝑑1

𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑)          (5.9) 

     

with 𝑛 = 3 −𝑚. Similarly as with the general case, 𝑉(𝛽̂1) and 𝑉(𝛽̂2) being respectively the 

estimated asymptotic covariance-variance matrix for the estimated coefficients obtained from 

Equations (1), 𝑉(𝜎̂𝜀𝑚) being approximated by 
(8𝑁−7)𝜎̂𝜀𝑚

2

(4𝑁−3)2
, and 𝑉(𝜌̂𝑦𝑖1𝑦𝑖2,𝑑) the estimated asymptotic 

variance obtained from Lemma 1.  

   

Corollary 3.1- Asymptotic results for point estimates of relative quantities of poverty 

dynamics for two periods 

Given the same assumptions and notations in Proposition 3, let Pi1 and Pi,12 respectively be the 

population parameters of interest in period j (j= 1, 2) and both periods (e.g., 𝑃𝑖𝑗 = 𝑃(𝑦𝑖𝑗 ≤

𝑧𝑗) 𝑎𝑛𝑑 𝑃𝑖,12 = 𝑃(𝑦𝑖1 ≤ 𝑧1 𝑎𝑛𝑑 𝑦𝑖2 > 𝑧2) for household i, i=1,…, N). And let the sample 

averaged estimated quantities of poverty dynamics represented by 𝛷̂(. ) = 𝛷 (𝑑𝑗
𝑧𝑗−𝛽̂𝑗′𝑥𝑖𝑗

𝜎̂𝜀𝑗
), our 

point estimates are distributed as 

√𝑛 [
𝑃𝑖,12

𝑃𝑖𝑗
−
𝛷2(𝑑1

𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
,𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
,𝜌̂𝑑)

𝛷(𝑑𝑗
𝑧𝑗−𝛽̂𝑗′𝑥𝑖𝑗

𝜎̂𝜀𝑗
)

]~𝑁 (0, 𝑉𝑟)     (5.10)

  The full formulae for covariance-variance matrix Vr is provided in the proof.  

 
26 See also Mullahy (2011) for a related derivation. 
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Proof 

Note that since we have to estimate both the numerators and denominators (and their standard 

errors) in Equation (5.10), this would reduce the accuracy of our estimates compared to those for 

the absolute quantities of poverty dynamics provided in Proposition 3.27 

Since 𝛷̂(. ) = 𝛷 (𝑑𝑗
𝑧𝑗−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀𝑖𝑗
) is a consistent estimator of Pij and 𝛷̂2(. ) is a consistent estimator 

of Pi,12 as discussed in the proof of Proposition 5 above, it follows that 
𝛷̂2(.)

𝛷̂(.)
 is a consistent 

estimator of 
𝑃𝑖,12

𝑃𝑖𝑗
. Then note that, since 

𝜕(𝛷̂2(.)/𝛷̂(.))

𝜕𝛷̂2(.)
=

1

𝛷̂(.)
 and 

𝜕(𝛷̂2(.)/𝛷̂(.))

𝜕𝛷̂(.)
=

−𝛷̂2(.)

(𝛷̂(.)) 2
, using the delta 

method,28 we have √𝑛 [
𝑃𝑖,12

𝑃𝑖𝑗
−
𝛷2(𝑑1

𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀𝑖1
,𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀𝑖2
,𝜌̂𝑑)

𝛷(𝑑𝑗
𝑧𝑗−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀𝑖𝑗
)

]~𝑁 (0, 𝑉𝑟)    (5.11) 

The covariance-variance matrix Vr can be estimated as 

𝑉𝑟 =
1

(𝛷̂(. ))
 2 𝑉𝑎𝑟(𝛷̂2(. )) +

(𝛷̂2(. ))
 2

(𝛷̂(. ))
 4 𝑉𝑎𝑟(𝛷̂(. )) − 2

𝛷̂2(. )

(𝛷̂(. ))
 3 𝐶𝑜𝑣(𝛷̂2(. ), 𝛷̂(. )) 

= (
𝛷̂2(.)

𝛷̂(.)
)
2

[
𝑉𝑎𝑟(𝛷̂2(.))

(𝛷̂2(.)) 2
+
𝑉𝑎𝑟(𝛷̂(.))

(𝛷̂(.)) 2
− 2

𝐶𝑜𝑣(𝛷̂2(.),𝛷̂(.))

𝛷̂2(.)𝛷̂(.)
]        (5.12)  

Similar to 𝑉𝑎𝑟(𝛷̂2(. )), 𝑉𝑎𝑟(𝛷̂(. )) can be decomposed into a model error 𝛴𝑗𝑚 and a sampling 

error 𝛴𝑗𝑠 assuming these two errors are uncorrelated.29 The model error can be estimated as  

  𝛴𝑗𝑚 = 𝛻𝛽̂𝑗
′ 𝑉(𝛽̂𝑗)𝛻𝛽̂𝑗 + 𝛻𝜎̂𝜀𝑗

′ 𝑉(𝜎̂𝜀𝑗)𝛻𝜎̂𝜀𝑗
      (5.13) 

with 𝛻𝛽̂𝑗 = 𝑑𝑗 (
−𝑥𝑖𝑗

𝜎̂𝜀𝑗
)𝜑 (𝑑𝑗

𝑧𝑗−𝛽̂𝑗′𝑥𝑖𝑗

𝜎̂𝜀𝑗
) and 𝛻𝜎̂𝜀𝑗

= −𝑑𝑗 (
𝑧𝑗−𝛽̂𝑗′𝑥𝑖𝑗

𝜎̂𝜀𝑗
2 )𝜑 (𝑑𝑗

𝑧𝑗−𝛽̂𝑗′𝑥𝑖𝑗

𝜎̂𝜀𝑗
). 
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Appendix 2: Further Monte Carlo Simulation  

We briefly describe the Monte Carlo simulation: i) draw the random variables xi’s and the error 

terms vi’s using the assumed distribution parameters for each given sample size, ii) calculate y1 

and y2 using these values and the given parameters 𝛼’s and 𝛽’s, iii) estimate the “true” quantities 

of poverty mobility using y1 and y2,  iv) treat y1 and y2 as if they came from two separate cross 

sections, estimate Equation (1) for each and obtain the predicted coefficients for 𝛼’s and 𝛽’s, v) 

estimate poverty mobility using the drawn values for xi’s, the predicted coefficients for 𝛼’s and 

𝛽’s, and the corresponding 𝜌 as in Equation (4), and vi) simulate steps 1 to 4 1,000 times, and 

finally take the averages for all the simulated data.  

 

We use the typical setting where just a few variables are available (i.e., ρ=0.58) with a medium 

sample size in the following simulations. 

 

2.1 Relaxing Assumption 1 

Time-invariant household characteristics have different distributions 

Assumption 1 requires that the time-invariant household characteristics x in the two survey rounds 

have the same distributions. As discussed earlier, this assumption may be violated if the underlying 

population changes over time for various reasons (e.g., the population’s education achievement 

may increase over time). We can test this assumption by letting the distribution of some time-

invariant characteristics change between over time. In particular, we keep the distribution of xi3 

fixed in the first period (i.e., xi31 ~ N(0, 6)), and vary its distribution in the second period as 𝑥𝑖32 =

𝑥𝑖31 + 𝑘 ∗ √6, where k ranges from -0.12 to 0.12 in an incremental step of 0.3. Put differently, we 

let the distribution of 𝑥𝑖32 change from that of 𝑥𝑖31 by as much as 12 percent of the square root of 

its variance. Estimation results shown in Figure 2.1 below suggest that the estimated poverty rates 

fall within the true rates’ 95 percent CIs, except for the extreme cases where k= -0.12 or -0.9. Even 

in these cases, only some of the estimated poverty rates fall outside the true rates’ 95 percent CIs. 

Correlated variables 

Another interesting case that can happen in practice is that the variables x’s can be correlated with 

each other, and we may only have data on some, but not all, of the x’s. For example, age can be 

(positively) correlated with education achievement, and we may only have data on age but not 

education in the survey. We examine this situation by drawing 𝑥𝑖1 and 𝑥𝑖2 jointly from a bivariate 

normal distribution (with their same mean 0 and variances as before), but we now let their 

correlation range from 0.14 to 0.85 in an incremental step of 0.14. Figure 2.2 below suggests that, 

when 𝑥𝑖2 is omitted, the stronger the correlation between 𝑥𝑖1 and 𝑥𝑖2,  the estimated poverty rates 

are, unsurprisingly, more likely to fall inside the true rates’ 95 percent CIs.   

 

2.2. Relaxing Assumption 2  

Heterogeneity (or mis-measurement) of ρ  

The simulation above relies on the true value for 𝜌. However, 𝜌 may be heterogenous and change 

for different population groups (i.e., more educated households may likely exit poverty or have 

more poverty mobility over time). Furthermore, both our approximations for 𝜌 are based on 

asymptotic theory, and given our reliance, in practical applications, on Lemma 1 to approximate  
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 𝜌𝑦𝑖1𝑦𝑖2 with the synthetic panel cohort-level simple correlation coefficient  𝜌𝑦𝑐1𝑦𝑐2, we may not be 

able to precisely estimate this parameter in practice. Would this heterogeneity (or mis-

measurement) of ρ significantly affect estimation results?  

 

Fixing the true value of 𝜌 at 0.58, we then vary its value in each increment of 10 percent, within a 

range of [-40%, +40%], to mimic situations where this parameter is misestimated. We plot in 

Figure 2.2 the estimated poverty rates using these incorrect values for 𝜌 against the true poverty 

rates for the mid-sized sample (N= 4,000). While estimates are, unsurprisingly, more inaccurate 

as 𝜌 deviates more from its true value, estimates fall inside the 95 percent confidence interval of 

the true rates when 𝜌 is misestimated within the range [-20%, 20%]. Estimates still remain largely 

inside the 95 percent confidence interval of the true rates when the measurement error increases to 

±30%, and only fall outside the 95 percent confidence interval for the middle part of the 

distribution when the measurement error increases to ±40%. Overall, these simulation results 

indicate that our method has a reasonable performance under a theoretical setting where 𝜌 can be 

mismeasured up to a certain extent (i.e., ±30%). This range compares reasonably well with panel 

data. As an example, we estimate 𝜌 for different population groups for three sets of panel data for 

Peru during 2004 and 2006 (Table 2.2), the difference in 𝜌 for a given population group and for 

the whole population varies from -28 percent to 10 percent.  

Heteroskedastic errors  

Closely related to the situation above is one where the error terms are heteroskedastic, or vary with 

the values of (some of) the xi’s. We examine one form of heteroskedasticity where we add to the 

error term in each period an additional component 𝑘 ∗ 𝑥𝑖3, and we let k vary from 0.1 to 0.9 in an 

incremental step of 0.1.  Estimation results shown in Figure 2.3 below suggest that they still 

regularly fall inside the true rates’ 95 percent CIs for these cases. 
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Table 2.1: Model Parameters for Simulation  

Model X 𝑉(𝜀1) 𝑅1
2 𝑉(𝜀2) 𝑅2

2 ρ 

1 1 24.5 0.09 35.0 0.09 0.88 

2 1, 2 19.5 0.28 28.9 0.25 0.85 

3 1, 2, 3 17.5 0.35 22.3 0.42 0.71 

4 1, 2, 3, 4 13.5 0.50 15.6 0.60 0.60 

5 1, 2, 3, 4, 5 12.5 0.54 14.7 0.62 0.58 

6 1, 2, 3, 4, 5, 6 9.5 0.65 10.8 0.72 0.43 

7 1, 2, 3, 4, 5, 6, 7 7.5 0.72 6.9 0.82 0.22 

8 1, 2, 3, 4, 5, 6, 7, 8 6.5 0.76 6.5 0.83 0.15 

Note: The xi's variables are added sequentially and cumulatively to each simulation model. For example, Model 1 

includes only the intercept and xi1, Model 2 includes the intercept, xi1 and xi2, and so on. The error terms v1 and v2 are 

assumed to follow a standard bivariate normal distribution where var(vj)= 6.5, for j= 1, 2, and cov(v1, v2)= 1. The 

vectors of coefficients are b1= (1,1,1,1,1,1,1,1,1) and b2= (1.2,1.1,1.05,1.3,0.9,1.15,1.4,0.6). The xi's are assumed to 

follow normal distributions where the means are 0 and the variances are respectively (2.5,5,6,4,1,3,2,1) for xik, k= 

1,…, 8. 
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Table 2.2: Estimated ρ from Actual Panels for Different Population Groups for Peru, 2004-

2006 

 
 

  

2004-2005 2005-2006 2004-2006

Primary education or higher 0.68 0.70 0.65

Secondary education or higher 0.69 0.73 0.67

Ethnic minorities 0.59 0.56 0.66

Female head 0.46 0.63 0.57

Urban 0.67 0.69 0.64

Urban Costa 0.66 0.72 0.69

Rural Costa 0.56 0.71 0.56

Urban Sierra 0.66 0.64 0.57

Rural Sierra 0.58 0.50 0.68

Urban Selva 0.65 0.69 0.64

Rural Selva 0.59 0.59 0.57

Metro Lima 0.66 0.66 0.59

All population 0.64 0.66 0.63
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Figure 2.1: Predicted Poverty Rates vs. True Poverty Rates for Two Periods Based on Simulated Data, with Relaxing 

Assumption 1 
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Figure 2.2: Predicted Poverty Rates vs. True Poverty Rates for Two Periods Based on Simulated Data, with Omitted and 

Correlated Variables 
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Figure 2.3: Predicted Poverty Rates vs. True Poverty Rates for Two Periods Based on Simulated Data, with Heteroskedasticity 

Errors 
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Appendix 3: Data Description, Robustness Checks and Extensions  

Except for the PSID that is implemented by the University of Michigan, all the other surveys 

are nationally representative surveys implemented by each country’s statistical agency, with 

previous or current technical assistance from international organizations (the World Bank with 

Peru and Vietnam), leading universities (University of Essex with Bosnia-Herzegovina) or 

statistical agencies in richer countries (Statistics Sweden with Lao PDR). Also except for the PSID, 

all the other surveys are similar to the LSMS-type (Living Standards Measurement Survey) 

surveys supported by the World Bank, and provide detailed information on household 

consumption and demographics, as well as schooling, health, employment, migration, and housing. 

The PSID has a more complex structure and provides similarly detailed, if not richer, information. 

All these surveys are widely used in academic studies (especially the PSID) as well as in poverty 

assessments undertaken by the respective governments, the policy-research community. We use 

the official poverty lines for Lao PDR, Peru, and Vietnam; for the USA, we use the poverty lines 

provided in the PSID data (which adjust for family size and demographics); for Bosnia-

Herzegovina we use the 20th percentile of the consumption distribution in 2001 as the poverty line. 

We use income, and household consumption, as a household welfare measure respectively for the 

US, and all the other countries.30 

 

One particular feature with the LECSs, VHLSSs and ENAHOs is a rotating panel design, 

which collects panel data for a subset of each survey round between two adjacent years. Around 

one third and one half of the households in the first round are repeated in the next round for the 

LECs and VHLSSs respectively, and the corresponding repetition ratio for the ENAHOs is around 

one quarter. This combination of both cross-sectional data and panel data in one survey provides 

an appropriate setting for us to implement our procedures on the cross section components, and 

then validate our estimates against the true rates from the panel components for each country. For 

the BLSMSs and the PSIDs, there is no rotating panel design and so we use the panel halves, 

pretending that these are cross sectional data. To ensure comparability between estimates based on 

the panel and cross section components, we use household weights with our estimates for the 

ENAHOs and population weights for the remaining surveys.31   

 

There are pros and cons with using panel data versus a rotating panel survey for validation 

purposes. On one hand, actual panels may offer smaller sample sizes and may not appear as “real” 

as rotating panel surveys that offer both panel and cross-sectional data. But on the other hand, 

actual panels by definition satisfy Assumption 1 on the same distribution of the time-invariant 

household characteristics in the two survey rounds. Thus validation exercises using rotating panel 

surveys, compared to actual panels, would additionally require that the data from the cross-section 

 
30 We build the data for the BSLM using the data from Demirguc-Kunt, Klapper and Panos (2011). For the PSID, we 

only consider the sample persons with non-zero longitudinal weights. The PSID also has some information on 

household consumption but this measure is not commonly used to measure poverty and is much less comprehensive 

than those for other surveys. Appendix 3 in Dang and Lanjouw (2013) provides a more detailed description of these 

surveys and other data quality checks. 
31 For example, the household-weighted headcount poverty rates based on the (actual) panel component for Peru are 

around 5 percent lower than those based on the cross-section component (and the population-weighted estimates are 

even more different). The Peruvian data are thus not perfect for validation purposes, but we believe it is still useful to 

show estimates for this country using household weights.        
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component be similar to those from the panel component. We employ a mix of actual panels and 

rotating panel surveys in our validation exercises to provide more robustness checks. 

 

We would like to emphasize the importance of good-quality panel data for validation purposes 

with synthetic panels. In the worst-case scenario, if the actual panel data are of low quality (e.g., 

heavily affected by attrition issue), they can themselves provide biased estimates of the quantities 

of interest. In another (somewhat better) scenario, the actual panel data may not provide biased 

estimates, but can offer imprecise estimates with large CIs. This would in turn weaken both our 

goodness-of-fit measures for validation purposes (i.e., through higher probabilities of containing 

both the synthetic panel point estimates and CIs). Note that the actual panel data sets we analyze 

in this paper are generally recognized to be of reasonable quality as discussed in Section V. See 

also Dorfman (2011) for a related test for the bias of the point estimate in the context of small area 

estimation. 

 

An alternative to assuming a bivariate normal distribution is to use a copula approach (see, 

e.g., Trivedi and Zimmer (2005) and Nelsen (2006)). As a robustness check on the (parametric) 

bivariate normality distribution, we also use a Gaussian copula that combines the empirical 

distribution of the error terms from the cross sections for Vietnam in 2006-2008 and Peru in 2005-

2006. This estimation approach requires multiple simulations (we use 500 times), but offers a 

predicted error term 𝜀𝑖̂𝑗 that we can add to the deterministic part 𝛽̂𝑗′𝑥𝑖𝑗 in Equation (1) to obtain 

predicted household consumption. While the copula-based estimates are rather similar to our 

synthetic panel estimates for Vietnam (Appendix 3, Table 3.5), they are somewhat less accurate 

than those for Peru. We further pursue this approach in Bourguignon and Dang (2019). 

 

In addition to these two assumptions, we also rely on the standard assumption that the sampling 

methodology is consistent and comparable over the periods (such that household consumption 

aggregates are consistently constructed and comparable over the two periods). 

 

In addition, we can obtain good estimates of correlation at the cohort-level aggregated data if 

the individual data within a cohort show very similar values (or the intraclass correlation is close 

to 1 (Snijders and Bosker, 2011)). Furthermore, if these cohort dummy variables do not capture 

any variation in household consumption, the synthetic panel cohort-level simple correlation 

coefficient 𝜌𝑦𝑐1𝑦𝑐2 would simply be 0. In the extreme case, consumption (or poverty) mobility can 

happen entirely within cohorts, but this case would be easily detected since it results in 

𝜌𝑦𝑐1𝑦𝑐2 being equal to 1 (i.e., since cohort means remain unchanged across the two survey rounds). 

We return to more discussion in the next section on Monte Carlo simulation. 

 

Estimates using data in the first survey round as the base year are provided in Table 3.4, and 

show similarly encouraging results. Weighted regressions provide qualitatively similar but 

somewhat less accurate results, thus we use unweighted regressions. Estimates for the earlier 

survey rounds (xi1) for the last three countries are provided in Dang and Lanjouw (2013) and offer 

qualitatively similar results. For comparison, we also calculate the bootstrap standard errors by 

bootstrapping (yij, xij) from its empirical distribution function (1,000 times), adjusting for the 

complex survey design (including stratification, cluster sample, and population weights for all 

countries except for the PSID), and applying the estimated parameters for Equations (1) from the 

original samples. The bootstrap standard errors, shown in Table 3.7 in Appendix 3, are in fact 
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slightly smaller than those based on the analytical standard errors. As such, to be conservative, we 

work with the analytical standard errors. 

We next examine in Table 3.8 the poverty mobility estimates for three periods using data from 

all three survey rounds for the US in 2005-2007, and 2009, Vietnam in 2004, 2006, and 2008, and 

Peru in 2004, 2005, and 2006, where there are 8 possible poverty categories that each household 

can fall in in these three periods (for the unconditional probabilities).32 As discussed earlier, we 

should expect estimates to be less accurate than those for two periods; however, our proposed 

method turns out to work quite well with more than two thirds (i.e., 17 out of 24) of all the point 

estimates being contained in the 95 percent CIs around the true rates; the corresponding figure for 

the stricter test of one standard error is just one half (i.e., 12 out of 24). The efficiency test points 

to a coverage ranging from 62 percent to 76 percent, and almost two thirds (i.e., 15 out of 24) of 

the point estimates pass 100 percent inclusion mark. 
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32 Estimation results for the trivariate normal probabilities in this table are calculated using the Stata algorithm by 

Cappellari and Jenkins (2006) with 100 Halton draws. 
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Table 3.1: Estimated Parameters of Household Consumption for Each Year 

  

2001 2004 2002/03 2007/08

Age 0.006*** 0.012*** 0.004*** 0.006*** 0.010*** 0.012*** 0.012*** 0.013*** 0.008*** 0.006*** 0.011*** 0.008*** 0.009*** 0.010*** 0.011*** 0.009***

(0.002) (0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Female 0.190*** 0.277*** 0.086* 0.137*** 0.166*** 0.153*** 0.144*** 0.192*** -0.306*** -0.463*** -0.433*** -0.516*** 0.133*** 0.094*** 0.084*** 0.113***

(0.041) (0.043) (0.048) (0.041) (0.022) (0.016) (0.016) (0.016) (0.016) (0.020) (0.020) (0.024) (0.023) (0.021) (0.022) (0.022)

Years of schooling 0.035*** 0.038*** 0.032*** 0.046*** 0.064*** 0.068*** 0.068*** 0.067*** 0.419*** 0.579*** 0.573*** 0.794*** 0.051*** 0.053*** 0.053*** 0.056***

(0.005) (0.005) (0.003) (0.003) (0.002) (0.002) (0.002) (0.002) (0.022) (0.028) (0.028) (0.036) (0.003) (0.002) (0.003) (0.003)

Bosnian -0.227*** -0.042

(0.051) (0.053)

Serb -0.128** -0.068

(0.051) (0.053)

Ethnic majority group 0.239*** 0.261*** 0.209*** 0.197*** 0.188*** 0.205*** 0.150*** 0.182*** 0.200*** 0.253*** 0.393*** 0.389*** 0.361*** 0.383***

(0.021) (0.022) (0.025) (0.018) (0.018) (0.017) (0.016) (0.020) (0.020) (0.024) (0.027) (0.025) (0.026) (0.026)

Urban -0.151*** -0.020 0.132*** 0.133*** 0.352*** 0.430*** 0.439*** 0.446*** 0.004*** 0.008*** 0.008*** 0.006*** 0.529*** 0.447*** 0.433*** 0.310***

(0.030) (0.031) (0.026) (0.024) (0.027) (0.020) (0.020) (0.019) (0.001) (0.002) (0.002) (0.002) (0.026) (0.024) (0.024) (0.023)

Constant 7.525*** 7.022*** 11.264***11.658*** 4.091*** 3.928*** 3.937*** 3.946*** 10.822***10.538***10.360***10.086*** 6.901*** 7.192*** 7.166*** 7.492***

(0.119) (0.131) (0.051) (0.055) (0.057) (0.040) (0.040) (0.040) (0.040) (0.053) (0.049) (0.065) (0.053) (0.048) (0.051) (0.050)

σv 0.522 0.543 0.518 0.537 0.547 0.556 0.553 0.546 0.407 0.519 0.511 0.628 0.473 0.482 0.485 0.489

Adjusted R
2 0.077 0.077 0.157 0.218 0.407 0.443 0.443 0.463 0.293 0.328 0.335 0.340 0.454 0.421 0.407 0.370

N 1342 1342 3032 3215 4493 9169 8593 9084 3275 3275 3368 3368 3527 3674 3596 3701

Note: *p<0 .1, **p<0.05,  ***p<0.01. Standard errors are in parentheses. Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the 

year difference for the second survey round. For the US, dummy variables for college degree and being white are used instead of years of schooling and ethnic majority group respectively. Other

control variables used for the US include dummy variables indicating high school education and dummy variables indicating religion. Estimation is provided using the cross sections for Lao PDR, 

Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. 

Bosnia- 

Herzegovina
Lao PDR VietnamPeru

2004-06 2006-082004-05 2005-06

United States

2005-07 2007-09
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Table 3.2: Estimated Bounds on Poverty Dynamics Based on Synthetic Panel Data for Two Periods, Conditional Probabilities 

(Percentage) 

  

Poverty Status

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Poor--> Poor 45.0 [22.4, 86.7] 49.0 [32.2, 91.3] 72.0 [53.6, 94.2] 61.2 [26.3, 93.5] 62.8 [32.6, 96.3]

(4.6) (3.0) (1.9) (2.2) (2.8)

Poor--> Nonpoor 55.0 [13.3, 77.6] 51.0 [8.7, 67.8] 28.0 [5.8, 46.4] 38.8 [6.5, 73.7] 37.2 [3.7, 67.4]

(4.6) (3.0) (1.9) (2.2) (2.8)

Nonpoor--> Poor 13.6 [2.8, 19.7] 15.2 [0.6, 21.8] 15.1 [0.4, 31.2] 5.0 [1.5, 8.5] 5.9 [0.7, 11.6]

(1.8) (1.3) (1.3) (0.4) (0.6)

Nonpoor--> Nonpoor 86.4 [80.3, 97.2] 84.8 [78.2, 99.4] 84.9 [68.8, 99.6] 95.0 [91.5, 98.5] 94.1 [88.4, 99.3]

(1.8) (1.3) (1.3) (0.4) (0.6)

N 1342 1342 1989 3215 2250 9084 3368 3368 2723 3701

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are 

obtained using the estimated parameters from the first and second survey rounds on data in the second survey round. The estimated bounds are shown in brackets under the 

"Synthetic Panel" for each country. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty rates are in percent. 

Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second survey round. 

2006-08

Bosnia- Herzegovina Lao PDR Peru United States Vietnam

First Period--> Second 

Period

2001- 2004 2002/03- 2007/08 2005-06 2007-09
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Table 3.3: Poverty Dynamics Based on Synthetic Panel Data for Two Periods, Conditional Probabilities (Percentage) 

 

 
  

Poverty Status

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Poor--> Poor 45.0 39.4 49.0 50.0 72.0 71.5 61.2 65.5 62.8 66.0

(4.6) (1.2) (3.0) (1.6) (1.9) (1.0) (2.2) (2.0) (2.8) (1.5)

Poor--> Nonpoor 55.0 60.6 51.0 50.0 28.0 28.5 38.8 34.5 37.2 34.0

(4.6) (1.7) (3.0) (1.1) (1.9) (0.3) (2.2) (0.9) (2.8) (0.6)

Nonpoor--> Poor 13.6 15.3 15.2 15.5 15.1 17.6 5.0 4.4 5.9 5.9

(1.8) (0.2) (1.3) (0.3) (1.3) (0.2) (0.4) (0.1) (0.6) (0.1)

Nonpoor--> Nonpoor 86.4 84.7 84.8 84.5 84.9 82.4 95.0 95.6 94.1 94.1

(1.8) (0.7) (1.3) (0.8) (1.3) (0.7) (0.4) (0.3) (0.6) (0.3)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1342 1342 1989 3215 2250 9084 3368 3368 2723 3701

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are 

obtained using the estimated parameters from the first and second survey rounds on data in the second survey round. Standard errors are obtained adjusting for complex 

survey design for all countries, except for the US PSID. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty 

rates are in percent. Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second 

survey round. The "Within 95% CI" row shows the number of times that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the 

estimates based on the actual panels; the "Within 1 standard error" row shows a similar figure but using one standard error around the estimates based on the actual panels. 

The "Mean coverage (percent)" row shows the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual panels; the 

"Coverage of 100%" row shows a similar figure for the number of times that the former fall completely inside the latter.

First Period--> Second 

Period

2007-09 2006-082005-06

Peru United States VietnamBosnia- Herzegovina Lao PDR

2001- 2004 2002/03- 2007/08

4/4

96.8

3/4

4/4

79.5

2/4

2/4

66.6

2/4

2/42/4 0/4

4/4

100

4/4

4/4

100

4/4

2/4 4/4
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Table 3.4: Poverty Dynamics Based on Synthetic Data for Two Periods, Using Data in the First Survey Round as the Base 

(Percentage) 

  

    

Poverty Status

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

Panel

Synthetic 

Panel 

Actual  

Panel

Synthetic 

Panel 

Actual  

Panel

Synthetic 

Panel 

Poor, Poor 10.8 9.8 13.5 15.1 29.4 32.2 6.0 7.3 9.6 10.2

(2.3) (0.3) (1.2) (0.4) (1.4) (0.4) (0.4) (0.3) (0.7) (0.3)

Poor, Nonpoor 13.4 12.3 16.0 13.6 11.7 11.9 3.8 3.7 6.2 5.2

(1.5) (0.3) (1.1) (0.1) (0.9) (0.1) (0.3) (0.1) (0.6) (0.1)

Nonpoor, Poor 11.5 14.4 8.9 12.4 8.8 9.7 4.6 4.4 4.5 5.2

(1.7) (0.2) (0.9) (0.2) (0.7) (0.1) (0.4) (0.1) (0.5) (0.1)

Nonpoor, Nonpoor 64.3 63.5 61.7 59.0 50.1 46.2 85.7 84.6 79.7 79.4

(2.7) (0.7) (1.6) (0.6) (1.6) (0.4) (0.6) (0.4) (1.0) (0.4)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1342 1342 1989 3032 2250 8593 3368 3368 2723 3596

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are 

obtained using the estimated parameters from the first and second survey rounds on data in the second survey round. Standard errors are obtained adjusting for complex 

survey design for all countries, except for the US PSID. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty 

rates are in percent. Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second 

survey round. The "Within 95% CI" row shows the number of times that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the 

estimates based on the actual panels; the "Within 1 standard error" row shows a similar figure but using one standard error around the estimates based on the actual panels. 

The "Mean coverage (percent)" row shows the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual panels; the 

"Coverage of 100%" row shows a similar figure for the number of times that the former fall completely inside the latter.

2/41/43/4 0/4 2/4

First Period & Second 

Period

2001- 2004 2002/03- 2007/08 2005-06 2007-09 2006-08

Bosnia- Herzegovina Lao PDR Peru United States Vietnam

100 41.9 62.6 63.3 94.2

4/4 2/4 2/4 3/4 4/4

4/4 1/4 2/4 2/4 2/4
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Table 3.5: Poverty Dynamics Based on Synthetic Data for Two Periods, Using Gaussian Copula (Percentage) 

 

Poverty Status

Actual  Panel Synthetic Panel Actual  Panel Synthetic Panel 

Poor, Poor 29.9 31.2 9.9 9.7

(1.3) (0.6) (0.8) (0.6)

Poor, Nonpoor 11.6 12.6 5.9 5.2

(0.9) (0.5) (0.5) (0.4)

Nonpoor, Poor 8.9 10.1 4.9 5.0

(0.8) (0.4) (0.5) (0.4)

Nonpoor, Nonpoor 49.7 46.1 79.3 80.1

(1.6) (0.7) (1.0) (0.8)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 2250 8593 2723 3596

Peru Vietnam

Note : Synthetic panels are constructed from cross sections for Peru and Vietnam. Predictions are obtained 

using the estimated parameters from the first and second survey rounds on data in the second survey round. 

Standard errors are obtained adjusting for complex survey design for all countries. All numbers are weighted 

using household weights for Peru, and population weights for other countries. Poverty rates are in percent. 

Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly 

with the year difference for the second survey round. The "Within 95% CI" row shows the number of times 

that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the estimates 

based on the actual panels; the "Within 1 standard error" row shows a similar figure but using one standard 

error around the estimates based on the actual panels. The "Mean coverage (percent)" row shows the mean 

proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual 

panels; the "Coverage of 100%" row shows a similar figure for the number of times that the former fall 

completely inside the latter.

3/4 4/4

0/4 3/4

First Period & Second 

Period

2005-06 2006-08

71.2 91.1

1/4 2/4
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Table 3.6: Poverty Dynamics Based on Synthetic Data for Two Periods, Using Data in the First Survey Round as the Base 

(Percentage) 

  

    
  

Poverty Status

Actual  

panel 

Synthetic 

panel 

Actual  

panel 

Synthetic 

panel 

Actual  

Panel

Synthetic 

Panel 

Actual  

Panel

Synthetic 

Panel 

Actual  

Panel

Synthetic 

Panel 

Poor, Poor 10.8 9.8 13.5 15.1 29.4 32.2 6.0 7.3 9.6 10.2

(2.3) (0.3) (1.2) (0.4) (1.4) (0.4) (0.4) (0.3) (0.7) (0.3)

Poor, Nonpoor 13.4 12.3 16.0 13.6 11.7 11.9 3.8 3.7 6.2 5.2

(1.5) (0.3) (1.1) (0.1) (0.9) (0.1) (0.3) (0.1) (0.6) (0.1)

Nonpoor, Poor 11.5 14.4 8.9 12.4 8.8 9.7 4.6 4.4 4.5 5.2

(1.7) (0.2) (0.9) (0.2) (0.7) (0.1) (0.4) (0.1) (0.5) (0.1)

Nonpoor, Nonpoor 64.3 63.5 61.7 59.0 50.1 46.2 85.7 84.6 79.7 79.4

(2.7) (0.7) (1.6) (0.6) (1.6) (0.4) (0.6) (0.4) (1.0) (0.4)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1342 1342 1989 3032 2250 8593 3368 3368 2723 3596

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are 

obtained using the estimated parameters from the first and second survey rounds on data in the second survey round. Standard errors are obtained adjusting for complex 

survey design for all countries, except for the US PSID. All numbers are weighted using household weights for Peru, and population weights for other countries. Poverty 

rates are in percent. Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second 

survey round. The "Within 95% CI" row shows the number of times that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the 

estimates based on the actual panels; the "Within 1 standard error" row shows a similar figure but using one standard error around the estimates based on the actual panels. 

The "Mean coverage (percent)" row shows the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual panels; the 

"Coverage of 100%" row shows a similar figure for the number of times that the former fall completely inside the latter.

2/41/43/4 0/4 2/4

First Period & Second 

Period

2001- 2004 2002/03- 2007/08 2005-06 2007-09 2006-08

Bosnia- Herzegovina Lao PDR Peru United States Vietnam

100 41.9 62.6 63.3 94.2

4/4 2/4 2/4 3/4 4/4

4/4 1/4 2/4 2/4 2/4
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Table 3.7: Poverty Dynamics Based on Synthetic Data for Two Periods with Bootstrap Standard Errors, Joint Probabilities 

(Percentage) 

 
 

 

Poverty Status

Actual panel 
Synthetic 

panel 
Actual panel 

Synthetic 

panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 
Actual Panel

Synthetic 

Panel 

Poor, Poor 10.3 8.2 13.8 13.2 29.9 30.9 6.0 6.2 9.9 9.6

(1.7) (0.2) (1.2) (0.3) (1.3) (0.3) (0.4) (0.2) (0.8) (0.2)

Poor, Nonpoor 12.6 12.6 14.3 13.2 11.6 12.3 3.8 3.2 5.9 4.9

(1.2) (0.2) (1.1) (0.1) (0.9) (0.1) (0.3) (0.1) (0.5) (0.0)

Nonpoor, Poor 10.5 12.1 10.9 11.4 8.9 10.0 4.6 4.0 4.9 5.0

(1.4) (0.1) (1.0) (0.1) (0.8) (0.0) (0.4) (0.1) (0.5) (0.0)

Nonpoor, Nonpoor 66.5 67.2 61.0 62.2 49.7 46.8 85.7 86.6 79.3 80.4

(2.2) (0.4) (1.6) (0.5) (1.6) (0.3) (0.6) (0.3) (1.0) (0.3)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1342 1342 1989 3215 2250 9084 3368 3368 2723 3701

Note: Synthetic panels are constructed from cross sections for Lao PDR, Peru, and Vietnam and from panel halves for Bosnia-Herzegovina and the US. Predictions are obtained 

using the estimated parameters from the first and second survey rounds on data in the second survey round. Bootstrap standard errors are obtained adjusting for complex survey 

design for all countries, except for the US PSID. We use 1,000 bootstraps. All numbers are weighted using household weights for Peru, and population weights for other countries. 

Poverty rates are in percent. Household heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for the second 

survey round. The "Within 95% CI" row shows the number of times that the estimates based on the synthetic panels fall within the 95% confidence interval (CI) of the estimates 

based on the actual panels; the "Within 1 standard error" row shows a similar figure but using one standard error around the estimates based on the actual panels. The "Mean 

coverage (percent)" row shows the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual panels; the "Coverage of 

100%" row shows a similar figure for the number of times that the former fall completely inside the latter.

100 100 92.9 83.0 100

4/4 4/4 3/4 2/4 4/4

4/4 4/4 4/4 4/4 4/4

2/4 4/4 2/4 1/4 2/4

First Period & Second 

Period

2001- 2004 2002/03- 2007/08 2005-06 2007-09 2006-08

Bosnia- Herzegovina Lao PDR Peru United States Vietnam
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Table 3.8: Poverty Dynamics Based on Synthetic Panel Data for Three Periods 

(Percentage) 

 
  

First, Second & Third Period Actual  panel 
Synthetic 

panel 
Actual  panel 

Synthetic 

panel 
Actual  panel 

Synthetic 

panel 

Poor, Poor, Poor 26.6 24.0 4.0 4.0 8.1 7.6

(1.4) (0.4) (0.4) (0.2) (1.0) (0.3)

Poor, Poor, Nonpoor 6.9 7.1 1.4 2.0 3.1 2.8

(0.7) (0.1) (0.2) (0.0) (0.6) (0.0)

Poor, Nonpoor, Poor 4.4 3.3 1.0 0.5 2.3 2.9

(0.6) (0.0) (0.2) (0.0) (0.5) (0.1)

Poor, Nonpoor, Nonpoor 7.2 6.4 2.7 2.8 6.6 5.0

(0.7) (0.0) (0.3) (0.0) (0.8) (0.1)

Nonoor, Poor, Poor 3.9 6.1 1.8 1.7 0.8 1.1

(0.5) (0.1) (0.2) (0.1) (0.2) (0.0)

Nonpoor, Poor, Nonpoor 5.4 5.0 2.0 1.1 1.7 2.6

(0.6) (0.0) (0.3) (0.0) (0.4) (0.0)

Nonpoor, Nonpoor, Poor 4.6 6.4 3.1 3.2 2.9 2.7

(0.6) (0.0) (0.3) (0.1) (0.5) (0.0)

Nonpoor, Nonpoor, Nonpoor 41.0 41.6 84.0 84.6 74.5 75.3

(1.7) (0.4) (0.7) (0.4) (1.5) (0.4)

Goodness-of-fit Tests

Within 95% CI

Within 1 standard error

Mean coverage (percent)

Coverage of 100% 

N 1987 8608 3036 3036 1282 3808

Note: Synthetic panels are constructed from cross sections for Peru and Vietnam and from panel halves for the US. Predictions 

are obtained using the estimated parameters from the first, second, and third survey rounds on data in the third survey round. 

Standard errors are obtained adjusting for complex survey design for all countries, except for the US PSID. All numbers are 

weighted using household weights for Peru, and population weights for other countries. Poverty rates are in percent. Household 

heads' ages are restricted to between 25 and 55 for the first survey round and adjusted accordingly with the year difference for 

the second survey round. The "Within 95% CI" row shows the number of times that the estimates based on the synthetic panels 

fall within the 95% confidence interval (CI) of the estimates based on the actual panels; the "Within 1 standard error" row shows 

a similar figure but using one standard error around the estimates based on the actual panels. The "Mean coverage (percent)" row 

shows the mean proportion of the 95% CI around the synthetic panel estimates that overlap with those based on the actual 

panels; the "Coverage of 100%" row shows a similar figure for the number of times that the former fall completely inside the 

latter.

Poverty Status
VietnamPeru United States

2004-05-06 2005-07-09 2004-06-08

6/8

75.8

6/8

6/8

69.1

4/8

5/8

62.1

5/8

4/83/8 5/8
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Figure 3.1: Plotting the Cross section and Panel Data vs. the Normal Distribution 
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Note: The dash-dot, solid, and dotted lines represent the cross section, panel, and normal distribution respectively.
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Appendix 4: Estimation Procedures and Related Concerns  

We propose the following steps to obtain poverty mobility for two periods:  

Step 1: Using the data in survey round 1, estimate Equation (1) and obtain the predicted 

coefficients 𝛽̂1′, and the predicted standard error 𝜎̂𝜀𝑖1for the error term𝜀𝑖1. Similarly, using the data 

in survey round 2, estimate Equation (1) and obtain similar parameters 𝛽̂2′ and 𝜎̂𝜀𝑖2.  

Step 2a: Aggregate data in both survey rounds 1 and 2 by cohorts and obtain the estimated cohort-

level simple correlation coefficient 𝜌̂𝑦𝑖1𝑦𝑖2. Calculate 𝜌̂ using Proposition 1 (and check that 

𝜌̂𝑦𝑖1𝑦𝑖2 ≥ 𝜌̂). 

Step 2b: (If relevant) Calculate 𝜌̂ using Proposition 2 as a robustness check. 

Step 3: For each household in survey round j, calculate the unconditional quantities of poverty 

mobility as 𝛷2 (𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
, 𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
, 𝜌̂𝑑), where dj is an indicator function that equals 1 if the 

household is poor and equals -1 if the household is non-poor in period j, j= 1, 2, and 𝜌̂𝑑 = 𝑑1𝑑2𝜌̂. 

Calculate the standard errors using Proposition 3. Make the appropriate adjustments to obtain 

population-level numbers.  

Step 4: (If relevant) Calculate the conditional quantities of poverty mobility for period j as 

𝛷2(𝑑1
𝑧1−𝛽̂1′𝑥𝑖𝑗

𝜎̂𝜀1
,𝑑2

𝑧2−𝛽̂2′𝑥𝑖𝑗

𝜎̂𝜀2
,𝜌̂𝑑)

𝑃̂𝑗
, where dj is an indicator function that equals 1 if the household is poor 

and equals -1 if the household is non-poor in period j, j= 1, 2, and 𝜌̂𝑑 = 𝑑1𝑑2𝜌̂. Calculate the 

standard errors using Corollary 3.1. Make the appropriate adjustments to obtain population-level 

numbers. 

 

The estimation procedures for three groups (or more) are similar, where the formulae for the 

quantities estimated in Steps 3 and 4 are given in Proposition 4. The formulae for three periods (or 

more) are given in Dang and Lanjouw (2013).33 Compared to the previous case of two periods, the 

computation now becomes more involved since the number of integral dimensions corresponds to 

the number of survey rounds. Estimates will likely be less accurate for three (or more) periods than 

those for two periods due to increased layers of potential (modeling and sampling) errors. 

 

As shown in Proposition 3 in Appendix 1, the standard errors for the synthetic panel estimates 

consist of two components, the model errors and the sampling errors, with the latter’s variance 

expected to be larger than the former’s variance when the regressions have good fits. This is indeed 

the case where (results not shown) the variances of the sampling errors are significantly larger than 

those for the model errors. Thus, since the sampling errors account for most of the errors with the 

synthetic estimates and the cross sections used for the synthetic estimates have larger sample sizes 

than panel data, the synthetic panel estimates unsurprisingly have smaller standard errors than 

those based on actual panel data. This is supported by the empirical estimates provided in Table 3. 

 

A practical concern with estimation is whether or not Equation (1) should be estimated with 

household weights. There appear to be both advantages and disadvantages with both approaches. 

Weighted regressions are especially relevant when the provided household weights were 

constructed to account for non-response or attrition bias or were specifically based on the 

dependent variables (informative sampling); on the other hand, unweighted regressions are most 

 
33 Stata programs that implement these procedures are available upon request.  
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relevant when the proposed super-population (i.e., Equation (1)) model is correct and can provide 

some causal interpretation. Estimation without weights in the former case results in biased 

estimates, while estimation with weights in the latter case yields inefficiency (i.e., larger standard 

errors). Thus it seems advisable to estimate Equation (1) both with and without weights and 

compare results, particularly where there is limited information on how the weights have been 

constructed. Once the parameters from Equation (1) are obtained, the quantities of interest in Steps 

3 and 4 should be estimated using weights as usual.34  

 

For the test on Proposition 2, the variables used to construct cohorts should be correlated with 

household consumption. In practice, the test for Proposition 2 is simply the F test for the joint 

significance of the cohort dummy variables in a cohort fixed-effects model. The estimate for 𝜌 can 

also be obtained directly from this regression. For example, this can be done in Stata by using the 

following command for fixed-effects regressions “xtreg y, i(panid) fe”, where the panel id (panid) 

is represented by the cohorts formed by a combination of all the different values of the time-

invariant variables in xij. (Note there is no need for a cohort time-invariant regressor in this 

command because all such time-invariant variables are washed out in the fixed-effects regression). 

The desired estimate for ρ is provided by the estimate for “rho” in the outputs of this regression.  

 

As discussed in Section III.2, a larger sample size would reduce the sampling variance; thus, 

this points to the advantages of cross sections over panel data when the former have much larger 

sample sizes than the latter. A natural extension of this would be to pool estimates from the two 

cross sections for a larger sample size to reduce the sampling errors even more, where we can 

simply use the corresponding population weight for each cross section to estimate the means 

(assuming that the sample sizes of the cross sections are similar). See also Kish (1999, 2002) for 

overviews on combining surveys. On a related note, whether the model variance or the sampling 

variance is the dominant component would depend on the dynamics of the underlying regression 

relationship and the overall precision of our theoretical models. Our estimation results indicate that 

the sampling variance is significantly larger than the model variance, which is consistent with 

findings in the small area estimation literature (see, e.g., Rao (2003, p. 35)). 
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